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ABSTRACT

The task of lumen segmentation is a fundamen-
tal part in the development of computer vision
methods for surgical assistance, since this is the
reference which marks the path that the surgeons
should follow with the endoscope in minimal in-
vasive procedures. We study the implementation
of different models of Deep Neural Network for
the task of lumen segmentation. For the training
of these networks, we analyze the use of two dif-
ferent color spaces: gray-scale and RGB data im-
ages and also converting the images to polar co-
ordinates.
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MATERIALS & METHODS

For this study 7 videos were collected and from them selected
frames were manually annotated. The videos were acquired
from the European Institute of Oncology (IEO) at Milan, Italy.
The loss function used in this implementation was based on
the dice similarity coefficient (Lpgsc), and the DSC' as the
performance metric to compare the models. The Kruskal-
Wallis test on the DSC was used to determine statistical sig-
nificance between the different models trained.
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COMPARISON OFDEEPLEARNING ARCHITECTURESFOR LUMEN

SEGMENTATION

INTRODUCTION

Ureteroscopy is a procedure dedicated to the exploration of
the upper urinary tract to perform diagnosis and treatment of
different conditions, such as kidney stones or carcinoma of the
upper urinary tract.

Navigation and diagnosis inside the urinary tract are highly
dependent upon the operators expertise, and image-related
conditions such as the presence of image artifacts, floating de-
bris, the low quality of the video,etc. could add additional
challenges for non-experienced operators.
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In a second stage the model was compared with the Mask-
RCNN architecture. Additionally the images went through a
polar transtormation before being feed to the networks.

* In general it was observed that the proposed model
performs better than Mask-RCNN

e In general the transformation of the frames to polar co-
ordinates did not improved the performance of any ot
the networks tested.
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FUTURE RESEARCH

Future work includes the exploitation of temporal
features embedded in the collected videos along
with the collection of more data. The exploration
of other architectures to better tackle the segmen-
tation of the lumen and specifically the border re-
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Figure 1: Sample of Results obtained with the proposed

model based on residual blocks

CONCLUSION
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Figure 2: Box plots of the DSC' score in the dataset for
the three models tested initially

The box plots of the DSC, Prec and Rec are depicted in Fig.
2 for each of the networks tested. From these results is possi-
ble to see that Residual U-Net has the best performance overall
in DSC, Prec and Rec with average values of 0.73, 0.58, and
0.92 respectively. In general for all the 3 models it was seen that
the training in gray-scale images achieve better results among
the same models. In the case of the simple U-Net a difference
of 147 was observed (p<0.001) while in the case of Residual
U-Net the difference was of 12% (p<0.05).

Further development to properly segment the complete area of
the lumen is needed and this could be achieved by implement-
ing more complex models

e Residual U-Net has the best performance overall in DSC, Prec and Rec with average values ot
0.73 0.73, 0.58, and 0.92 in comparison with the FCN-8 and the standard version of U-Net.

 Changing the image data to polar coordinates in general did not showed improvements in the

segmentation obtaining lower scores

 The use of the Mask-RCNN in general was more complicated, so further research needs to be
carried in order to find the optimal hyperparameters before discarding the use of this architecture

for lumen segmentation.

gions in which is hard to define where the lumen
begins. There is also the possibility of adding ex-
tra annotated frames so temporal features could
be exploited.
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