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Summary 

 We consider a population of agents each independently learns to play an alternating Markov game (AMG) 

 We propose a new training framework ---group practice--- for a  population of decentralized RL agents 

 The convergence result to the optimal value function and the Nash equilibrium are proved under the GP framework 

 Experiments verify that GP is the more efficient training scheme than self-play (SP) given the same amount of training 

Group Practice Framework 

 
 

 

Experiment settings 

Environments and RL Models 

 Connect Four: 4x5  standard Q-learning 

 Connect Four: 6x7  Deep reinforcement learning with MCTS 

 Hex: 7x7  Deep reinforcement learning with MCTS 

Training Schemes 

 SP-0.0: agents are trained under SP; 

 SP-0.2: agents are trained under SP with an additional 

exploration probability of 0.2; 

 GP-RGS: agents are trained under GP with random grouping 

scheme; 

 GP-LGS-6: agents are trained under GP with local grouping 

scheme with group size 6; 

 GP-RGS-12: agents are trained under GP with local grouping 

scheme with group size 12. 

Experiment results 

 

Proof of Convergence 

     


