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The Emotional Model
● Rusel’s Circumplex is the 

emotional model we used 
in our work

● According to Circumplex all 
human emotions are 
distributed in a 2D space 
with axes of valence and 
arousal

● Each quadrum represents a 
mood class

From Audio to Mood

Features extracted from 
audio that we 
experimented with:

● Spectogram
● Mel Spectogram
● Log-Mel Spectogram
● MFCCs
● Chroma features
● Centroid tonal features
● Spectral contrast

Association between 
structural features of 
music and emotion

From Lyrics to Mood
● Each world in lyrics is attributed to pair 

of valence and arousal values

● The set of values is computed with the 
help of dictionaries which contain 
emotional information

● A general pair of valence and arousal 
values is computed for each song  

Data 

System Architecture

How the multichannel system 
(M1) is developed?

● Train BERT-base 
uncased model (T2) on 
lyrics

● Train CNN model (A1) on 
audio signal

● System M1 is 
implemented as the 
fusion of A1 and T2 with a 
common classifier of two 
fully connected layers

Lyric Analysis Subsystem
We trained BERT model (T2) and 
compared its results with several text 
analysis techniques 

Results
Fuse Analysis System
We used the already trained subsytems to 
train our multichannel model (M1) and 
compared its results with the previous models

Audio Analysis Subsystem
We trained CNN model (A1) and 
experimented with different possible 
feature combinations

● The dataset we used is the MoodyLyrics 
Dataset

● 2.000 song titles with their corresponding 
mood label 

● Mood labels:  {happy, angry, sad, relaxed}
● Audio data (37.989 samples, from web and 

augmentation)
● Lyrics data (18.115 samples,from web and 

augmentation)
● Compute BERT Embeddings


