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The Emotional Model
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e Rusel’'s Circumplex is the
emotional model we used
in our work
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From Audio to Mood

Association between
structural features of
music and emotion

Features extracted from
audio that we
experimented with:

° According to Circump|ex a” M :?‘e:l::,tr:rdl Definition Associated Emotion
. Tempo The spccd or pace of | Fast tempo:happiness, excitement,
h u m a n emo‘tlons a re Sﬁ? I RE(ngED a musical piece ll{l;gu Slow tempo: sadness, seren- ° Spectog ra m
distributed in a 2D space sl kbl = 2 Mel Spectogram
. Loudness Tl\c plllllslulutiul :llL;:lg[l': Intensity, power, or anger
Wlth axes Of Valence and Valence (V) and arousal (A) values Mood o ;T‘;lll"tli e t_ s — e L LOg-Mel SpeCtog ram
A> A and V> Happy el B e e il
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v —Ag an ke Sa as a single entity pleasantness. —
e Each quadrum represents & a8 Bl SES= e paiem o best of | happiness. pence. Rugimennte @ CHroma features
a song rhylhm: amusement, llﬂCﬂSiﬂCSS.
mood class Yesedetostmih e Centroid tonal features
. e Spectral contrast

From Lyrics to Mood

e Each world in lyrics is attributed to pair System Architecture
of valence and arousal values

. . Embedded Audio .

e The set of values is computed with the Lyrlics Featlures How the multichannel system
help of dictionaries which contain [ - ) L 2comerien ] (M) is developed?
emotional information [ S ] [_2oMaxPooing ]

( ENCODER ) ( 2D Convolution ) ° Train BERT—base
e A general pair of valence and arousal [ ENCOBER s g del ()
i o) onvolution uncase mode on
values is computed for each song s e T S — 2
( ENC?DER ) s 2D Max Pooling ] Iyrics
| ENCODER ) ( Flatten )
3 ] ! .
Data § ( ENC?DER ) ( Fully-Connected ) e Train CNN model (A1) on
. . = ( ENCODER ) ( Fully-Connected ] d . . |
e The dataset we used is the MoodyLlyrics : —— J audio signa
Class
Dataset [ ENCCl)DER ] Prediction o System M IS
e 2.000 song titles with their corresponding [ ENC%DER ] . Foatimes _ 1
mood label  ocomares | x | implemented as the
- T A, : :
. i) . pe
e Audio data (37.989 samples, from web and o llass ¢ (rEhmededl ) common classifier of two
. [ Fully-Connected ]
augmentation) S fully connected layers
. Class

e Lyrics data (18115 samples,from web and Predicion

augmentation)

e Compute BERT Embeddings
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Lyric Analysis Subsystem
We trained BERT model (T,) and

compared its results with several text
analysis techniques

Fuse Analysis System

We used the already trained subsytems to
train our multichannel model (M,) and
compared its results with the previous models

Audio Analysis Subsystem
We trained CNN model (A) and

experimented with different possible
feature combinations

Model Accuracy %
67.98
69.11
70.51

94.58

Computational Time
Om 25.391s
18m 12.444s
80m 13.064s
3m 38.551s

Feature Combination
Mel
Mel, Log-Mel
Mel, Chroma, Tonnetz, Spectral Contrast
Log-Mel, Chroma, Tonnetz, Spectral Contrast
MFCC, Chroma, Tonnetz, Spectral Contrast
Mel, Log-Mel, MFCC, Chroma, Tonnetz

"~ Mel, Log-Mel, MFCC, Chroma, Tonnetz, Spec-
tral Contrast

Accuracy %
64.97
68.38
60.86
58.96
65.36
69.77
7034

Embedding Method
BoW
TF-IDF
Word2Vec
GloVe
Bert

Loss | Accuracy %
1.287 65.49
1.381 67.98
1.262 41.66
1.064 53.33
1.353 69.11

Multimodal

Multimodal




