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Problem
DNN-based recognizers require a huge amount
of labeled data for training, but data collection
and annotation is usually cost-expensive and
time consuming in practice. Existing models at-
tempt to alleviate such problems by using data
augmentation for training. However, we found
that existing data augmentation strategies for
scene text images suffer from the problems of
under- and over-diversity, due to the complexity
of text contents and shapes.

Method
We propose a sample-aware data augmentor to
balance the diversity and affinity of samples.
Our data augmentor consists of three parts:
gated module (GM), affine transformation mod-
ule (ATM), and elastic transformation module
(ETM). Specifically, GM can choose the trans-
formation type adaptively based on input sam-
ples. ATM aims to keep the affinity of samples
by performing the linear transformation on sam-
ples, while ETM aims to improve the local di-
versity of samples by the non-linear transforma-
tion on samples. In addition, we design a loss
function for the data augmentor based on the
learning progress of the scene text recognizer,
and the data augmentor and the recognizer can
be optimized jointly.

Contribution
We propose a sample-aware data augmentation
framework for scene text images. To the best
of our knowledge, this is the first work that in-
tegrates the affine and the elastic transforma-
tion methods in a unified framework; Our data
augmentor mainly consists of three parts: gated
module, affine transformation module, and elas-
tic transformation module. Moreover, we design
a loss function for the data augmentor based on
the learning progress of the scene text recog-
nizer; Extensive experiments on various bench-
marks show that our data augmentation frame-
work significantly improves the performance of
the scene text recognizer.
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Proposed Architecture
A reasonable data augmentor for scene text recognition should take both diversity and affinity of
augmented samples into account. To this end, we propose a sample-aware data augmentor. The
overall architecture of our data augmentation framework is shown in Fig. 1, which mainly consists of
three parts: gated module (GM), affine transformation module (ATM), and elastic transformation
module (ETM). We send input samples to the gated module to predict the transformation type.
According to the prediction of the gated module, the corresponding transformation will be performed.
We utilize the spatial transformer network (STN) to perform the differentiable image transformation.
Finally, the augmented sample and the input sample are sent to the recognizer for recognition. In
addition, we design a loss function for the data augmentor based on the learning progress of the scene
text recognizer, and thus the data augmentor and the recognizer can be optimized jointly. The loss
obtained by the recognizer is fed back to the augmentor to guide the data augmentor to generate
more appropriate augmented samples. More details could been found in the paper.
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Experiments
We conduct extensive experiments on various benchmarks. First, we conduct ablation research.
Size of training data The accuracy gap decreases with the increase of dataset size.
Type of transformation GM+ATM+ETM improves the accuracy of the recognizer the most,
which indicates that the augmented samples generated by our augmentor are more appropriate for
the recognizer to learn. The results suggest that our method can perceive the properties of samples
and select the most suitable transformation type for different samples according to the properties of
samples and the learning ability of the recognizer.
The number of control points When we set the number of control points to 8, the recognizer
with ETM performs best.
Loss function We can find that the adversarial control loss can greatly improve the performance of
our recognizer. Compared with the adversarial loss, which achieves an accuracy increase.

Finally, we combine state-of-the-art recognizers with our method to show the effectiveness of our
augmentor. When the ASTER is equipped with our method, it has an increase of 1.3%, 1.4%,
and 4.1% on IC15, SVT-P, and CT80 respectively. Our method has an increase of 1.3% on the
IC15 dataset, higher than the increase of 0.3% in Luo et al.[3]. That means, compared with the
improvement with Luo et al.[3], the recognizer equipped with our method can increase about 18
correctly recognized images. Although the improvement with our method on SVTP and CT80 is
slightly lower than that of Luo et al.[3], considering the size of the datasets, there are only the
distinguish of one image on the two datasets. More augmented samples are shown in Fig.5.


