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BACKGROUND & OBJECTIVES
Streaming data is potentially unbounded and underlies
distributional change, called concept drift. To maintain
high predictive performance, we aim to detect concept
drift …
• … both globally and w.r.t. specific input features,
• … with a short delay,
• … while avoiding false alarms.

INTUITION & METHODOLOGY
We train the parameters of a predictive model at each
time step w.r.t. the active concept. Hence, changes in
the distribution (uncertainty) of optimal parameters
𝜃~𝑃 𝜃;𝜓 may indicate real concept drift.

Inspired by [1], we model concept drift between time
step 𝑡 and 𝑢 as a difference in the marginal likelihood
w.r.t. 𝜓𝑡 and 𝜓𝑢. This may be expressed in terms of the
differential entropy ℎ and KL-divergence 𝐷𝐾𝐿:
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ℎ 𝑃 𝜃; 𝜓𝑢 − ℎ 𝑃 𝜃;𝜓𝑡

+ 𝐷𝐾𝐿 𝑃 𝜃;𝜓𝑢 ȁȁ𝑃 𝜃; 𝜓𝑡 > 0

For more robust and continuous drift detection, we
investigate the moving average of (1) in a shifting
window. Besides, we define a dynamic threshold.

Our framework ERICS is model-agnostic.

Delay

Drift alerts (black lines) for a synthetic data set with
sudden drifts (blue lines) and gradual drifts (blue areas):
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EXPERIMENTS & RESULTS
For the evaluation of ERICS, we used a Probit model
with Gaussian parameters 𝑃 𝜃;𝜓𝑡 = 𝑁 𝜇𝑡 , 𝛴𝑡 .

We compared ERICS to 6 related methods, using 4
synthetic and 6 real-world data sets. We trained a
Hoeffding Tree to provide the related methods with
predictions.

We monitored the precision and recall of each concept
drift method w.r.t. different detection ranges (i.e.
permitted delay). Below, we show the harmonic mean
of precision and recall, i.e. the F1 score:

Precision and Recall

Since the distribution of the Probit parameters does not
change immediately after a concept drift, ERICS
required more observations before eventually achieving
higher recall and precision than related methods.

Partial Drift Detection

With MNIST as illustrative example, we investigated the
partial drift detection capability of ERICS:
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We measured the avg. delay across data sets (in no. of
batches) of each related method:


