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S-Shape distortion -- Enrich the diversity of training data

Given the position of original image (i, j) and the position of rectified image 

(i’, j’), the correspondences of between (i, j) and (i’, j’) are as follows:

where a1, a2, a3 are scaling and shifting par-

ammeter, θ determines the distortion mode.

Motivation and Objectives

∙ Bias between the distribution of training data and test data:

- Synthetic Text (training) is more regular and has small curvature

- Real Text (testing) has greater curvature and more changeable

text style

∙ IBN-STR: A robust recognizer:

- In terms of data, S-shape distortion is applied to increase the

diversity of training data

- In terms of feature, effective IBN module is introduced

Experimental Results

IBN module -- Improve generalization performance

Instance normalization is introduced to

learn features that invariant to styles or

appearance. Two types of IBN modules

are provided.

IBN-a module: the outputs of IN and

BN will be concatenated.

IBN-b module: IN will be placed

before block output.

The proposed IBN-STR model consists of a

rectification network and a text recognition

network. The rectification network is based on

the STN and generates rectified images. The

text recognition network consists of a CNN-

BLSTM encoder and an attention-based

decoder.

The encoder first extracts stacked CNN

features of input images and utilizes BLSTM to

convert the image features into feature

sequences. The decoder is a seq2seq model that

translates the feature sequence into a character

sequence.

The IBN module is embedded in the stacked

convolutional modules to improve the capacity

and generalization ability of text recognizer.


