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Abstract Experimental Results
During space travelling, spacecraft attitude estimation is the A Moon64K Dataset
indispensable work for navigation. Since there are not enough B \ Height Training  Testing ot
. . o . . . 2 ota
satellites in space, the computer vision technique is adopted to ’ : tkm) Data Data
address the issue. The most crucial task for localization is the it 30-100 00 100 200
extraction of correspondences. In computer vision, optical flow 100-1,000 2000 00 300
Rk . . . . At 1,000~2,000 2,000 500 2,500
estimation is often used for finding correspondences. In this
e 2,000~3,000 2,000 500 2,500
paper, we present PA-FlowNet, an end-to-end pose-auxiliary g 10004000 oo o J
optical flow network using the predicted relative camera pose to ;\ ’t 8'000 . 10'000
ggregate ) 8 g

improve the performance of optical flow. With the concept of
curriculum learning, PA-FlowNet also use the foreground-
attention approach to avoid backgrounds from flow prediction
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moon model to generate Moon64K dataset. PA-FlowNet FlowNet2 [3] 6.682 0.987" 0.701

significantly outperforms all existing methods on the proposed PWC-Net [5] 10.059 1.025° 0.783
PA-FlowNet 2.409 0.918° 0.648

Moon64K dataset. Additionally, we also predict the relative pose
and accomplish the remarkable performance.
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* Determining correspondences via optical flow field to
estimate the relative camera pose.
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