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Domain Generalization

● Supervised learning
● Multiple non-i.i.d. Domains
● Target domain is unavailable
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Experiments & Results

Conclusions and take away
● Learning domain invariant representations is unnecessarily strict
● Invariance learning may lead to overfit or discarding too much information
● Domain adaptation approaches cannot be applied on domain generalization directly


