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Introduction
BatchNorm (BN) stabilizes network optimization by normalizing the activations during training and exploits mini-batch sample statistics. BN unfor-
tunately suffers from performance degradation when the statistical estimates become unstable for small batch-size based tasks. This paper we propose
WeightAlign: normalizing activations without using sample statistics. Instead of sample statistics, we re-parameterize the weights within a filter to arrive
at correctly normalized activations.

Proposed Method
Batch Normalization (BN):

x̂ = x − µβ

σβ
, r = γx̂ + β, (1)

where µβ and σβ are functions of sample statis-
tics of input features x in a single channel, and
γ, β are a pair of trainable parameters.
Expressing statistics via weights: The
mean and variance of activation x can be repre-
sented via filter weights,

µβ = E[x] = nE[w]E[Y ], (2)

σ2
β=Var[x]=n

(
E[w2]E[Y 2] − E2[w]E2[Y ]

)
(3)

where x, Y and w present random variables of x,
input activations Y and filter w. The n = k2c
denotes number of weights in a filter.
WeightAlign (WA): We expect to have zero
mean in Eq.(2) and unit variance in Eq.(3),
then,

E[w] = 0, 1
2nVar[w] = 1. (4)

We reparameterize a single filter weights to have
zero mean and a standard deviation

√
2/n that,

ŵ = γ
w − E[w]√
n/2 · Var[w]

, (5)

where γ is a learnable scalar parameter.

Pipeline
Overview of WeightAlign (WA): Aligning filter weights allows normalizing channel activations.
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Empirical analysis and examples
Each color represents the activation distribution of different channels for two different layers. For
baseline model, the ’Blue’ indexed channel will dominate all other channels, leading to a constant
classification result. Our WA method can avoid the constant output as the effect of adding activation
normalization layer, e.g. BN and GN.
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(a) Baseline (b) BN (c) GN (d) WA (e) WA+GN

Fig. 2. Our WA method can alleviate internal covariate shift of activation (see Section III-D for details). Each color represents the activation distribution of
different channels for different layers. For baseline model, the ’Blue’ indexed channel will dominate all other channels, leading to a constant classification
result. Normalizing channel activation in intermediate layer can avoid the constant output for the final classifier layer, which can be realized by WA.

Norm (BN) [1], we note that reducing the Internal Covariate
Shift (ICS) in intermediate layer can alleviate the distribution
drifting for the final classifier layer. The output of the classifier
layer is no longer a constant function. Group Norm(GN) [21]
can also reduce ICS to some extent, as shown in Fig. 2(c).

As shown in Fig. 2(d), WA can realize similar functionality
of BN. Our proposed WeighAlign (WA) re-parameterizes the
weights within each filter in Eq. (10) to normalize channel
activation. Since weight statistics is orthogonal to sample
statistics, WA can be used in conjunction with BN, GN, LN
and IN, as shown in Fig. 2(e). Please refer to supplementary
material for visualization of other normalization methods.

IV. EXPERIMENTS

We show extensive experiments on three tasks and five
datasets: image classification on CIFAR-10, CIFAR-100 [40]
and ImageNet; domain adaptation on Office-31; and semantic
segmentation on PASCAL VOC 2012 [41] where we evaluate
VGG [31] and residual networks as ResNet [30].

A. Datasets

CIFAR-10 & CIFAR-100. CIFAR-10 and CIFAR-100 [40]
consist of 60,000 32×32 color images with 10 and 100 classes,
respectively. For both datasets, 10,000 images are selected
as the test set and the remaining 50,000 images are used
for training. We perform image classification experiments and
ablation study on these datasets.
ImageNet. ImageNet [42] is a classification dataset with 1,000
classes. The size of the training dataset is around 1.28 million,
and 50,000 validation images are used for evaluation.
Office-31. Office-31 [43] is a dataset for domain adaptation
with 4,652 images with 31 categories. The images are col-
lected from three distinct domains: Amazon (A), DSLR (D),
and Webcam (W). The largest domain, Amazon, has 2,817
labeled images. The 31 classes consists of objects commonly

encountered in office settings, such as file cabinets, keyboards
and laptops.
PASCAL VOC 2012. PASCAL VOC 2012 [41] contains a
semantic segmentation set and includes 20 foreground classes
and a single background class. The original segmentation
dataset contains 1,464 images for training, and 1,499 images
for evaluation. We use the augmented training dataset includ-
ing 10,582 images [44].

B. Implementation details
We use Stochastic Gradient Descent(SGD) in all experi-

ments with a momentum of 0.9 and a weight decay of 5×10−4.
The plain VGG model is initialized with Kaiming initializa-
tion [3] and ResNets are initialized with Fixup [36]. We do
not apply WA in the final classifier layer. For classification,
we train the models with data augmentation, random horizontal
flipping and random crop, as in [45]. Further implementation
details are given in each subsection.

C. Experiments on CIFAR-10 & CIFAR-100
Comparing normalization methods. We compare our pro-
posed WeightAlign (WA) against various activation normaliza-
tion methods, including Batch Normalization (BN) [1], Group
Normalization (GN) [21], Layer Normalization (LN) [19],
Instance Normalization (IN) [20]. To demonstrate that WA is
orthogonal to all these approaches, we also show the combi-
nation of WA with these activation normalization methods.

We conduct experiments on CIFAR-100 as shown in Table I,
where all models are trained with a batch size of 64. Weigh-
tAlign outperforms every normalization method except BN
over large batch size. By combining WeightAlign with sample
statistics normalization methods, we can see that weightAlign
adds additional information and improves accuracy. Especially,
the GN+WA model achieves comparable performance of BN.

To further show it’s flexibility, we fine-tune a pre-trained
BN model on CIFAR-100 with WA. It achieves 22.38% error

Experiment Results

(a) Baseline (b) WA (c) BN

(d) LN (e) IN (f) GN

i). Visualization of single channel activation in training ii).Comparing normalization methods.

iii).Depth of residual networks iv).Different components v).Image classification on ImageNet

Conclusions
i). We propose WeightAlign that re-parameterizes the weights by the mean and scaled standard derivation computed within a filter. ii). We experimentally
demonstrate WeightAlign on five different datasets. iii). WeightAlign can be combined with other activation normalization methods (e.g., BN, GN, LN
and IN) and consistently improves their performance.


