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The typical MSE loss of 

the grasp, represented 

by grasp position 𝑄 ,

angle (𝜙𝑠𝑖𝑛/𝜙𝑐𝑜𝑠) and 

gripper width (𝑊), is 

scaled by per pixel grasp 

position ground 

truth (𝑄𝐺𝑇). 

Results

Positional Loss

Robotic grasping, like many data-driven challenges,

has recently applied machine learning to generate

accurate grasp plans.

Learning similar concurrent tasks during training has

been shown to improve performance on a primary

task [1].

All networks are trained and evaluated on the Jacquard

grasping dataset [3].

Conclusions

• Learning associated concurrent tasks improves

grasping performance on the Jacquard dataset.

• The positional loss function also slightly improves

grasp performance but also encourages faster

learning in the earlier epochs of training.
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We also introduce a new loss function which we term

the positional loss, referenced by subscript 𝒑.
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The average performance of each model during training

with and without the positional loss function included

during training.

Example grasps and disparity maps from MTG-CNN

Introduction

Shares backbone architecture with the Generative

Grasping Convolutional Neural Network (GG-CNN) [2]


