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Motivation:
Elasticities in depth, width, kernel size and 
resolution have been explored in 
compressing deep neural networks (DNNs). 
Recognizing that the kernels in a 
convolutional neural network (CNN) are 4-
way tensors, we further exploit a new 
elasticity dimension along the input-output 
channels, dynamically and globally 
searching for the reduced tensor ranks 
during training. 

Our Method:
we introduce a nuclear-norm-based regularizer, and demonstrate 
how it can dynamically locate the ranks during training. 

Experiments:
• Effect of regularizer on singular values of the parameters

NRMF rank selection strategy

• Performances of ResNet18 
on ImageNet
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