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Abstract. We present a method to reconstruct depth videos of non-rigidly deformable objects directly
from a video sequence. The estimation of depth is performed locally on spatio-temporal patches of the
video, and then the full depth video of the entire shape is recovered by combining them together. We
artificially generate a database of small deforming rectangular meshes rendered with different
material properties and light conditions, along with their corresponding depth videos and use such
data to train a convolutional neural network based on the 3D U-Net architecture.

Motivation: Avoid point tracking and
explicit non-rigid structure from motion
(NRSfM).

How: Train a network to infer shape / / \

directly from the video sequence:
Input = video sequence
Output = depth video

Problem: What is the training data?
Too many factors to take into accont:
type of objects, type/speed of motion,
lighting conditions, etc...

Video of deforming
mesh

Proposed Solution: Do it locally...in
small neighborhoods deforming
surfaces look less complex.
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