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Introduction:
➢ Cross modal metric learning is a challenging task where we learn the similarity metric to the data from the different modalities. In this paper, we intend to compare the images and the textual sentence that describe the image.
➢ Our approach first adapts these pairs into two domains with two individual domain classifiers, where we compare the learning errors of these two classifiers in both matched sample pairs.
➢ We further introduce a regularization term to force each independent discriminators to become distinct to others in order to separate the feature spaces.

Contributions:
➢ We propose a novel framework Adversarial Discriminative Domain Regularization (ADDR) that generally enhances the cross-modal metric learning networks. It is achieved by learning a group of discriminative domains regularized with a constructive learning term that explicitly aligned to each image-text pair.
➢ Our ADDR is compatible with existing metric learning networks. It is used as an add-on regularizer to their primary tasks to help match between a group of visual objects and the corresponding sentence.
➢ Our quantitative experiments show the effectiveness of our approach based on the recent popular metric learning frameworks: the SCAN, VSRN, and BFAN
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