Using Machine Learning to Refer Patients with Chronic Kidney Disease to Secondary Care
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1 Abstract

Machine learning offers a range of classification algorithms which can be applied to medical data to aid in making clinical predictions. Recent studies have demonstrated the high predictive accuracy of various classification algorithms applied to clinical data. Several studies have already been conducted in diagnosing or predicting chronic kidney disease at various stages using different sets of variables. In this study we are investigating the use of machine learning techniques with blood test data. Such a system could aid renal teams in making recommendations to primary care general practitioners to refer patients to secondary care where patients may benefit from earlier specialist assessment and medical intervention.

2 Background

A typical graph of eGFR (estimated Glomerular Filtration Rate) readings over time for a patient presented by the Assist-CKD application to operators.

3 Readings at Regular Intervals

Imputing values using linear interpolation between 2 nearest points.

4 Construct Feature Matrix

Quantitative Evaluation

<table>
<thead>
<tr>
<th>Model #</th>
<th>Avg Training Time (s)</th>
<th>Avg Overall Accuracy</th>
<th>Avg Sensitivity</th>
<th>Avg Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogReg, L, A, S</td>
<td>6.47</td>
<td>88.48%</td>
<td>86.67%</td>
<td>89.02%</td>
</tr>
<tr>
<td>LogReg, L, S</td>
<td>6.71</td>
<td>88.14%</td>
<td>86.50%</td>
<td>88.63%</td>
</tr>
<tr>
<td>LogReg, L, A</td>
<td>6.42</td>
<td>88.09%</td>
<td>86.05%</td>
<td>88.71%</td>
</tr>
<tr>
<td>LogReg, L</td>
<td>6.5</td>
<td>88.05%</td>
<td>86.08%</td>
<td>88.64%</td>
</tr>
<tr>
<td>ANN (512,64,2, L, S</td>
<td>48.21</td>
<td>87.12%</td>
<td>88.36%</td>
<td>86.74%</td>
</tr>
<tr>
<td>ANN (1024,256,2, L</td>
<td>31.93</td>
<td>86.94%</td>
<td>89.01%</td>
<td>86.31%</td>
</tr>
<tr>
<td>ANN (512,64,2, L</td>
<td>15.21</td>
<td>86.60%</td>
<td>89.74%</td>
<td>85.65%</td>
</tr>
<tr>
<td>ANN (1024,256,2, L, A</td>
<td>15.69</td>
<td>86.61%</td>
<td>89.30%</td>
<td>85.81%</td>
</tr>
<tr>
<td>SVM(LK), L, A</td>
<td>0.4</td>
<td>85.29%</td>
<td>85.51%</td>
<td>85.23%</td>
</tr>
<tr>
<td>SVM(LK), L, A, S</td>
<td>0.39</td>
<td>84.78%</td>
<td>80.29%</td>
<td>86.14%</td>
</tr>
</tbody>
</table>

Key: L—Late Aligned, A—Age, S—Sex, LK Linear Kernel, ANN—Artificial Neural Network, SVM—Support Vector Machine

ROC Curves

Comparative ROC curves for top 10 performing classification models.

Results

We are able to achieve an overall accuracy of 88.48% using logistic regression, 87.12% using ANN and 85.29% using SVM. ANNs performed with the highest sensitivity at 89.74% compared to 86.67% for logistic regression and 85.51% for SVM.

Conclusions

Based on the results of our experimentation we would recommend using a logistic regression based classifier initially since they performed with the highest overall accuracy. Artificial Neural Networks (ANN) merit serious consideration because they performed with the highest sensitivity, which is very desirable in a clinical context.

Future Work

It would be interesting to explore the use of convolutional neural networks to provide a more automated method of feature extraction.
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