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Research Question

❖ Learning from small samples in highly imbalanced image classification problems
- In real world, especially in agriculture and healthcare,  the anomalies are rare and it is usually expensive, time 

consuming or impossible to collect them.
- In this kind of highly imbalanced classification problems,  DL frameworks favor majority classes over minority 

classes (generalisation power of DL).
- Under covariate shift (dataset shift), train and test set come from different distributions and model fails to predict 

samples which haven’t seen during training. 
- What is the most effective approach to enable learning of minority classes? 

Possible solutions for learning from 
small samples in DL 

○ Get more data
○ Transfer learning (fine tuning)
○ Data augmentation
○ Cosine Loss
○ Going deeper and ensembling 
○ Autoencoders
○ Prior knowledge (Domain adaptation)
○ Class-balanced loss (CBL) 
○ Batch Normalization (BN)?

Batch Norm (BN) is a widely adopted technique that is designed to combat internal covariate shift 
and to enable faster and more stable training of DNNs. It is an operation added to the model before 
activation which normalizes the inputs and then applies learnable scale (γ) and shift (β) parameters to 
preserve model performance.

Final BN layer

64 configurations: a final BN layer just before the output layer (BN), weighted 
cross-entropy loss according to class imbalance (WL), data augmentation 
(DA), mixup (MX), unfreezing or freezing (learnable vs pre- trained weights) 
the previous BN layers in ResNet34 (UF), and weight decay (WD).


