
Contributions

A three-step pipeline: (1) performs semantic map 
inpainting, (2) inpaints edge data, (3) inpaints the 

image conditioning on the previous

Conditioning on semantic maps suggests the coarse 
shape and the semantic class of objects. Conditioning 

on edge data suggests realistic low-level details. 

Image Inpainting for
Dynamic Object Removal

Image inpainting aims at repairing a damaged image

predicting plausible contents for the missing parts.

If the pixels from semantic segmentation maps
of dynamic object are used for inpainting,

it is possible to remove them.

Previous methods struggle in this scenario,
especially in complex scenes. 

Our method attains better performance.
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Networks Architectures Details

Inpainting steps GANs whose generator is made by a 
convolutional encoder and decoder, and whose 

discriminator is a SN-PatchGAN [3]

Generator’s layers implement a gating mechanism [3] 
to differently weight  hallucinated information and the 

uncorrupted part of the input.

Gating + Simple discriminator and loss
Fast convergence (70 vs 200 SPG-Net)

Accurate on complex/large masks

Semantic Inpainting

Gating + Spectral Normalization
Semantic edge enhancement

Edge Inpainting

Gating, conditioned on both
enhanced edge data and semantic data

Image Inpainting

Experimental results

We evaluated our model with objective metrics on 
increasingly complex masks of arbitrary shape:

SECI-GAN EC [1] DeepFillv1 [2] DeepFillv2 [3]

We performed a user study to 
assess subjective quality of the 

inpainted images for the dynamic 
object removal task. 
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