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Introduction
Deep Convolutional Networks often overestimate their predictive 
ability where out-of-distribution (OOD) samples are given as 
input [1],[2], making their detection not trivial. 

A classification model should be able to identify whether it is 
capable of correctly assessing the input for the decision, or 
need human intervention. This is especially important in safety 
critical systems, such as autonomous driving or medical 
diagnosis. 

In this article, we propose the Boundary optimised Samples 
(BoS) training algorithm to generate OOD samples. These are 
exploited to enforce low confidence around them [3], resulting in 
a higher OOD samples detection accuracy.

Confidence values of the output of a model trained for a toy 2-d three class 
problem. Left: by standard procedure. Right: by the proposed algorithm.

   Method
To achieve this, we argue that it is effective to generate 
OOD examples near the classification boundary of the 
model. Our training algorithm consist of: 

● Training a model with the cross-entropy loss 
(line 1) to ensure high classification accuracy.

● Generating boundary samples with BoS 
training (line 3,4), by back propagating to the 
input the gradient of the Boundary Loss.

● Exploiting them to reduce the confidence 
around the training data while preserving the 
model performance on the original 
classification task (line 5). 

Similarly to previous works [1],[3],[4],[5],[6], we evaluate the 
method by training a model on one dataset representing the 
in-distribution, specifically MNIST and CIFAR-10, and estimate 
its confidence on several unseen out-of-distribution datasets. 
Such model is then compared to a baseline plain model  
trained using only the cross-entropy loss.

We approached OOD detection as a binary classification 
problem [4]. According to the considered metrics, we were 
able to obtain significant improvements with respect to the 
baseline plain model trained on MNIST, and better results on 
some of the OOD datasets used for CIFAR-10.

Conclusions
In sum, the main contributions of this paper are:

● A novel efficient method for generating boundary samples, BoS training,
● A robust algorithm for enforcing low confidence on OOD samples by the boundary optimised samples, and
● The experimental results supporting that the new method outperforms the baseline.
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