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Deep learning in the ultrasound evaluation 

of neonatal respiratory status

1. Lung Ultrasound Advantages

• Lung Ultrasound (US) for neonatal respiratory status evaluation:

✓Exhibits a high descriptive power

✓ Is able to analyze anatomical structures, like pleural line and artifacts, exploited by experts to asses the lung

composition and status

✓Provides a visual assessment of the respiratory status of newborn patients

✓Reveals the need for respiratory support

✓ Is a harmless technique, compared to the standard X-rays (RX)

Healthy Transient Tachypnea of the Newborn (TTN)

Respiratory Distress Syndrome (RDS)

• US images are prone to many investigations through either visual inspection or computer-aided analysis 

• The proposed work:

➢Exploits Deep Learning (DL) approaches to define a score directly obtained from US images

➢Test its correlation with pulse oximetric saturation ratio SpO2/FiO2  (SF)

➢Analyzes the performance of recent state-of-art Convolutional Neural Networks (CNNs) 

2. Methodology

Pre-Processing

R

N

• Images are resized to have the same horizontal resolution

(N) and the first R rows are retained.

• The obtained rectangular-shaped (RxN):

✓always includes the pleural line and part of the lung

below it

✓allows the network to process the whole US from left to 

right without discarding relevant regions

✓does not include the bottom region of the US images, 

which carries no useful information

Respiratory Status Assessment

SF value prediction

• Train the CNN to directly predict the SR value with regression loss 

Healthy/Sick classification

• Train the CNN with class labels (i.e healthy or sick) that will be predicted with a certain confidence:

➢The confidence can be regarded as class probability

Advanced Training Strategy

• CNN architecture variation: Replace the Global Average Pooling  with a Vertical Average Pooling

• Curriculum Learning: The training procedure consists of two phases:

➢Train the CNN with easy example

➢Add hard or borderline samples in a second step

Performance evaluation

SF value prediction

➢Mean absolute percentage of Error (MAPE)

➢Spearman’s rank correlation between predicted SF and SF value

Healthy/Sick classification

➢Accuracy (ACC)

➢Spearman’s rank correlation between prediction probability and SF value

3. Experimental Setup

Dataset
Involved CNN:

• AlexNet1

• ResNet342

• EfficientNet-B03

• EfficientNet-B13

• EfficientNet-B23

”

4. SF Value Prediction – Results

5.Healthy/Sick classification– Results

Correlation between LUS score4 assigned by humans expert and SF value: 0.8259

6. Advanced Training Strategies – Results

• Enlarge the dataset including data from other medical centers 

• Improve the training strategy by exploiting the temporal information of the lung 

US videos

8. Future works

7. Conclusion

• Results show that ResNet34 trained for binary classification achieves the best 

performance in terms of correlation with the selected reference marker

• The correlation further improves by modifying the CNN architecture in order to take into 

account the horizontal position of the extracted convolutional networks

• It is worth observing that the proposed approach performs comparably with the human 

operator (+4.4%)
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