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INTRODUCTION PROPOSED ALGORITHM (step 3)

Class Imbalance

Step 3 : Adaptive Sample Selection

» Number of samples corresponding to each class is not proportionate.
» The majority sample distribution is employed to adaptively select M — N

» Minority class is underrepresented i.e. it has fewer samples compared to the o
samples from the generated N minority samples.

majority class.
» Compute the number of majority class samples (g;) for which p(m; € Ci|M)

» Performance of conventional classifiers tends to get biased towards the
& exceeds the probability threshold (p;).

majority class.

» Real-world Applications : » Cluster weight is defined as
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PREVALENT TECHNIQUES

Resampling Techniques

RESULTS

» Re-balance the sample space.
% Oversampling : Generate minority class samples - SMOTE, ROS, ADASYN etc.
% Undersampling : Discard majority class samples.
% Hybrid Sampling : Use a combination of oversampling and undersampling.
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Cost Sensitive Learning

» Assign higher misclassification cost to minority class samples compared to the Classification Task F, Score Flassification Task - Score

majority class samples.
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» Mitigate the woes of class imbalance.

» Ensure that the minority samples are diverse enough to maintain the original
data distribution.
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» 2 step approach is used i.e. oversampling followed by an undersampling.

» Conventional SMOTE is used for oversampling.

» Probability density estimation based undersampling.

PROPOSED ALGORITHM (step 1 and step 2)

CONCLUSION

Step 1 : Sample Generation

» Preliminary step : Identical to SMOTE oversampling technique.

» Given N minority and M majority class instances, obtain an intermediate
oversampled distribution consisting of N7 additional minority samples.

Step 2 : GMM Clustering

» The minority distribution consisting of (N + Np) samples are clustered into C
clusters using a Gaussian-Mixture Model (GMM) based clustering algorithm.
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Summary

points during the process of oversampling is proposed.

» A three step hybrid sampling technique that adaptively selects specific data

» The local distribution characteristics of the data has been given due
importance in the process of oversampling.

» By the proposed technique, we obtain:
* A balanced representation of the data distribution.
% The synthetically generated samples are adequately diverse and representative of
the original distribution.
» The efficacy of proposed algorithm has been validated on 27 binary
classification tasks with varying imbalance ratios.
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