
1. Problem

(i). We improve the global and local
feature fusion method, to make it
efficient and handy. Improved fusion
method can achieve comparable
results with only one-time fusion.
(ii). We for the first time propose one
fusion approach called local feature
fusion, which can make patches get
information from surrounding
patches. Local feature fusion is
different from the previous fusion in
essence, which can make results
better and more stable.
(iii). We achieve a remarkable
improvement with these two fusions
on Deepglobe dataset.
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Since UHR images occupy too much memory,
they cannot be directly put into GPU for
training. Previous methods are cropping
images to small patches or downsampling the
whole images. Cropping and downsampling
cause the loss of contexts and details.
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