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Lossy compression algorithms

Lossy image and video compression 
algorithms, from JPEG to H.265, introduce 
compression artifacts that degrade visual 
quality. 
This is particularly relevant when considering 
video archives that contain material encoded 
with older codecs that use low resolution 
and low bitrate encoding.



Goal of the system

Our system improves visual quality 
eliminating compression artifacts.

It helps to revamp old archive material by 
adding super resolution and providing a 
stable reconstruction that allows to process 
videos creating temporally coherent frames.

We use NoGAN training and adapt the image 
colorization DeOldify architecture to this 
task.
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GAN-based approach



NoGAN training
NoGAN is a novel training technique that speeds up GAN training and 
stabilizes training and generation of images.

The idea is to perform an initial training of the generator, then a separate 
successive training of the discriminator, followed by a short standard GAN 
training.

Our system has been trained for 21 hours, of which 20 hours have been 
dedicated to pre-training and only one for the standard GAN training.

Manual inspection of the results show that GAN training helps to reduce 
high frequency artefacts that appear at the borders and edges of objects.



Addressing visual quality 
enhancement

The system is based on the DeOldify architecture, a popular solution 
for image colorization. The modifications needed to adapt it for quality 
enhancement are:

• Using a MobileNetV3 backbone, to halve the computational time of 
the system (from 0.27 secs per frame to 0.12 secs on a Titan X)

• Using LPIPS quality metric as perceptual loss in the generator. This 
metric operates on small patches, so it suits our method 
considering the third and most important modifications:

• Training on 64x64 pixels patches during an initial phase. We have 
observed that this technique reduces high frequency noise, such as 
mosquito noise in videos, and suits the fact that coding algorithms 
operate on a patch-level. The generator/discriminator network are 
then trained on full images.



Experiments
TABLE I: Quality metrics for different losses and training
steps. A higher SSIM score is better, lower LPIPS, BRISQUE
and NIQE scores are better. Best results are highlighted in
bold.

Loss SSIM ↑ LPIPS ↓ BRISQUE ↓ NIQE ↓
LPIPS (pre-GAN) 0.6933 0.1243 85.09 16.76
LPIPS (post-GAN) 0.7374 0.1526 89.31 17.57

LPIPS (post-GAN small) 0.7301 0.1502 84.14 17.67
MSE 0.7293 0.1661 88.91 17.82
SSIM 0.7354 0.1830 86.87 17.57

Target n.a. n.a. 85,32 15,69

Fig. 2: Top) LPIPS pre-GAN; Bottom) LPIPS post-GAN;
adding a final GAN training reduces blocky artifacts.

for this second set of experiments are reported in Table II.
They show that LPIPS loss is better according to LPIPS and
NIQE metrics, and using the small and faster model is even
better. Compared to the results of Table I we can observe due
to the increased difficulty of the task restored images do not
receive anymore better BRISQUE scores than the original high
resolution images.

TABLE II: Super resolution and artifact reduction results.
Quality metrics for different losses and training steps. Higher
SSIM score is better, lower LPIPS, BRISQUE and NIQE
scores are better. Best results are highlighted in bold.

Loss SSIM ↑ LPIPS ↓ BRISQUE ↓ NIQE ↓
LPIPS (post-GAN) 0.5809 0.3676 102.40 18.20

LPIPS (post-GAN small) 0.5830 0.3427 102.22 18.38
MSE 0.5680 0.4173 103.11 18.47
SSIM 0.5877 0.4079 100.28 18.22

Subjective evaluation: In this evaluation we assess how
images obtained with the proposed restoration method are
perceived by a human viewer, evaluating in particular the
preservation of details and overall quality of an image. 55
persons have participated in the test, a number that is well
above the threshold required for this type of subjective image
quality evaluation tests [40]; no viewer was familiar with
image quality evaluation or the approaches proposed in this
work. A Single-Stimulus Absolute Category Rating (ACR)
experimental setup has been developed using Google Forms.
We asked participants to evaluate image quality using the
standard 5-values ACR scale (from 1=bad to 5=excellent). A
set of 20 images has been chosen from the Div2K dataset so to
have content diversity, 10 restored with a network trained using
SSIM loss and 10 using the proposed method (i.e. LPIPS loss
and patch-based training). We chose this amount of images to
keep each session under 30 minutes as recommended by ITU-
R BT.500-13 [41], after an initial estimation of test completion
time.

The subjective evaluation results are reported in Fig. 3 as
MOS (Mean Opinion Scores) for each image of the set as a
scatter plot. The figure shows that the proposed LPIPS-based
network is able to produce images that are perceptually of
much higher quality than the images obtained using the SSIM
loss. The average LPIPS GAN score is 4.03 while the average
SSIM network score is 3.28.

Overall, we can conclude that the proposed method obtains
better subjective metrics scores and also better subjective
human evaluation.

Fig. 3: Subjective evaluation scores for 20 images restored
using the network trained with LPIPS perceptual loss (blue)
and SSIM loss (red).

Examples of compressed and restored images are shown
in Fig. 4. Details of these images are shown in Fig. 5.
The compressed images show several compression artifacts
like aliasing, contouring, and blockiness, while the restored
versions eliminate ore reduce them, adding missing high-
frequency details like birds feathers, hair, eyelashes.

Video restoration and code: The source code of the pro-
posed method is provided in the publicly available repository,
and allows testing the system using a web based tool to restore
compressed images. To visually assess video restoration we
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Pre-GAN vs. post-GAN

TABLE I: Quality metrics for different losses and training
steps. A higher SSIM score is better, lower LPIPS, BRISQUE
and NIQE scores are better. Best results are highlighted in
bold.

Loss SSIM ↑ LPIPS ↓ BRISQUE ↓ NIQE ↓
LPIPS (pre-GAN) 0.6933 0.1243 85.09 16.76
LPIPS (post-GAN) 0.7374 0.1526 89.31 17.57

LPIPS (post-GAN small) 0.7301 0.1502 84.14 17.67
MSE 0.7293 0.1661 88.91 17.82
SSIM 0.7354 0.1830 86.87 17.57

Target n.a. n.a. 85,32 15,69

Fig. 2: Top) LPIPS pre-GAN; Bottom) LPIPS post-GAN;
adding a final GAN training reduces blocky artifacts.

for this second set of experiments are reported in Table II.
They show that LPIPS loss is better according to LPIPS and
NIQE metrics, and using the small and faster model is even
better. Compared to the results of Table I we can observe due
to the increased difficulty of the task restored images do not
receive anymore better BRISQUE scores than the original high
resolution images.

TABLE II: Super resolution and artifact reduction results.
Quality metrics for different losses and training steps. Higher
SSIM score is better, lower LPIPS, BRISQUE and NIQE
scores are better. Best results are highlighted in bold.

Loss SSIM ↑ LPIPS ↓ BRISQUE ↓ NIQE ↓
LPIPS (post-GAN) 0.5809 0.3676 102.40 18.20

LPIPS (post-GAN small) 0.5830 0.3427 102.22 18.38
MSE 0.5680 0.4173 103.11 18.47
SSIM 0.5877 0.4079 100.28 18.22

Subjective evaluation: In this evaluation we assess how
images obtained with the proposed restoration method are
perceived by a human viewer, evaluating in particular the
preservation of details and overall quality of an image. 55
persons have participated in the test, a number that is well
above the threshold required for this type of subjective image
quality evaluation tests [40]; no viewer was familiar with
image quality evaluation or the approaches proposed in this
work. A Single-Stimulus Absolute Category Rating (ACR)
experimental setup has been developed using Google Forms.
We asked participants to evaluate image quality using the
standard 5-values ACR scale (from 1=bad to 5=excellent). A
set of 20 images has been chosen from the Div2K dataset so to
have content diversity, 10 restored with a network trained using
SSIM loss and 10 using the proposed method (i.e. LPIPS loss
and patch-based training). We chose this amount of images to
keep each session under 30 minutes as recommended by ITU-
R BT.500-13 [41], after an initial estimation of test completion
time.

The subjective evaluation results are reported in Fig. 3 as
MOS (Mean Opinion Scores) for each image of the set as a
scatter plot. The figure shows that the proposed LPIPS-based
network is able to produce images that are perceptually of
much higher quality than the images obtained using the SSIM
loss. The average LPIPS GAN score is 4.03 while the average
SSIM network score is 3.28.

Overall, we can conclude that the proposed method obtains
better subjective metrics scores and also better subjective
human evaluation.

Fig. 3: Subjective evaluation scores for 20 images restored
using the network trained with LPIPS perceptual loss (blue)
and SSIM loss (red).

Examples of compressed and restored images are shown
in Fig. 4. Details of these images are shown in Fig. 5.
The compressed images show several compression artifacts
like aliasing, contouring, and blockiness, while the restored
versions eliminate ore reduce them, adding missing high-
frequency details like birds feathers, hair, eyelashes.

Video restoration and code: The source code of the pro-
posed method is provided in the publicly available repository,
and allows testing the system using a web based tool to restore
compressed images. To visually assess video restoration we

Top: LPIPS pre-GAN
Bottom: LPIPS post-GAN

Adding a final GAN 
training reduces blocky
artifacts



Examples of restoration

Fig. 4: Left column) compressed images; Right column) restored images using the LPIPS perceptual loss. The compressed
images show several artifacts like aliasing, contouring and lack of details, that are eliminated or reduced in the restored
versions.

have transformed videos with Adobe After Effects filters to
create a VHS-like version, and then restoring them (Fig. 6)
eliminating the noise, compression and color artifacts. The
stability of the system allows coherently restoring consecutive
frames. This enables the restoration of old video archives
encoded at low bitrate and resolution. A full video demo is
available at https://youtu.be/s-i80r qXDI.

V. CONCLUSIONS

In this paper, we have presented a novel method for image
and video quality restoration and compression artifact removal,
that is based on the NoGAN training approach. The network
used builds upon the successful DeOldify method originally
proposed for photo colorization. We have proposed three main
changes in order to adapt it for visual quality enhancement
(VQE): i) use a faster backbone based on MobileNet to greatly
speedup processing; we show that using even the small version
of the MobileNet network results in further speed-up and
even greater quality when performing contemporarily super-
resolution and VQE. ii) use LPIPS visual quality metric as
a loss to train the generator during the long first phase of
the NoGAN training, showing how this loss results in better
objective and subjective quality than other losses like MSE and
SSIM. iii) use an initial patch-based training, to better address
the fact that compression artifacts are local phenomena, due

to the block-based compression of the lossy image and video
compression algorithms.

Experimental results show that the proposed method obtains
good scores both in objective and subjective tests, according
to several different metrics.
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Left column) compressed images; Right column) restored images using the 
LPIPS perceptual loss. The compressed images show several artifacts like
aliasing, contouring and lack of details, that are eliminated or reduced in 
the restored versions.



Examples of restoration: details

Fig. 5: Left column) details of compressed images; Right column) details of restored images using the LPIPS perceptual
loss. The compressed images show artifacts like blockiness, contouring and a general lack of fine details, while the images
reconstructed with the proposed version have smooth background gradients and finer details.

Fig. 6: Example of restoration from a VHS-like video.

Left column) details of 
compressed images; Right 
column) details of restored
images using the LPIPS 
perceptual loss. 

The compressed images 
show artifacts like
blockiness, contouring and 
a general lack of fine 
details, while the images 
reconstructed with the 
proposed version have
smooth background 
gradients and finer details.



Restoring video
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Availability of the system

Code and weights publicly available on Github: 
https://github.com/mameli/Artifact_Removal_GAN


