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Problem(1) 

Ø Latent Factor Model (LFM) is one of the most successful methods for 
Collaborative Filtering (CF) in the recommendation system, in which both users 
and items are projected into a joint latent factor space.

Ø LFM models user-item interactions as inner products of factor vectors of user 
and item in that space and can be efficiently solved by least square methods 
with optimal estimation.

Ø However, such optimal estimation methods are prone to overfitting due to the 
extreme sparsity of user-item interactions.



Problem(2) 

Ø The recommendation problem is formulated as a problem of predicting 
unobserved rating.

Ø The optimal estimation method learns the model parameters of LFM by 
minimizing the regularized squared error.

overfitting



Methodology(1)
Ø  Prior Assumption

Ø The likelihood function of BLFM

Ø The likelihood function of BLFMBias



Methodology(2)
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