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Background

• Sentence Embeddings:
• Encode a variable-length input sentence into a fixed size vector

• Examples:
• Based on Word Embeddings (non-parameterized):

i. GloVe Averaging
ii. SIF(Arora et al, 2017)

iii. Concatenated P-means embeddings (Ruckle’e et al., 2018)

• Based on RNNs/Transformers (parameterized):
i. Skip-Thought (Ryan et al., 2015)

ii. InferSent (Conneau et al., 2017)

iii. Sentence-BERT(Reimers et al., 2019)

iv. SBERT-WK(Wang et al., 2020)



Semantic Grouping Property

• Word embedding naturally forms static groups



Semantic Subspace Sentence Embedding 
(S3E)
1. Semantic Group Construction
2. Intra-group Descriptor
3. Inter-group Descriptor ”I would like to book a flight on May 

17th from Los Angeles to Beijing.”
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Semantic Subspace Sentence Embedding 
(S3E)
• Semantic Group Construction

– K-means on word embeddings
– Word Weights: ‘the’ ‘an’ ‘about’ ‘can’ carries little information

• High frequency: less weights
• Low frequency: more weights ”I would like to book a flight on May 

17th from Los Angeles to Beijing.”
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Semantic Subspace Sentence Embedding 
(S3E)
• Intra-group Descriptor

1. Centroid Representation

2. Residual Representation

”I would like to book a flight on May 
17th from Los Angeles to Beijing.”
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Semantic Subspace Sentence Embedding 
(S3E)
• Inter-group Descriptor

– Interaction between semantic groups

”I would like to book a flight on May 
17th from Los Angeles to Beijing.”
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Experimental Results
• Textual Similarity Tasks

– Competitive among non-parameterized models
– High quality word embedding provides better results



Experimental Results
• Supervised Tasks

– Competitive among non-parameterized models
– High quality word embedding provides better results

• Inference Time

– Clustering can be pre-computed
– Low complexity with CPU
– Mobile device applications



Conclusion & Future Work
• S3E: Non-parameterized model based on word embedding

– Employ semantic grouping property of word embedding
– Effective and efficient
– Modularized design:

• Exploration on clustering: subspace clustering
• Exploration on correlation computation: non-linear kernel functions


