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● Process of labelling images using text or annotation tools.

● Some images might be hard to recognize without additional context.

● Weakly-annotated images may help to disambiguate the visual classification task. 

Image annotation



● Metadata of images shared on social-media are an ideal source of additional information.

Image annotation



Metadata Limitations
● Image metadata are useful but can be:

○ noisy

○ highly subjective

● Models should also be robust to vocabulary changes.

[ 0 1  … 1 1 ]

vocabulary = [dog , cat, . . . cute, laptop]            

 

[ 1 1 … 1 0 ] [ 1 1 … 1 1 ]

vocabulary = [dog , cat, . . . cute, laptop, beard]



Our approach

Context (tags) + Visual Cues

● Advanced semantic mapping and CNN-RNN fusion schemes.

● Visual features and metadata to jointly leverage context and visual 
cues.

● State-of-the-art results on the multi-label image annotation task 
using the NUS-WIDE dataset.

● Our models decrease both sensory and semantic gaps to better 
annotate images.



Visual models vs Joint Models



Metadata Encoding

One-hot Encoding

Semantic-aware 
Encoding

Word2vec WordNet



Visual Models

Visual only LTN RTN



Joint Models

LTN+Vecs LTN+AllVecs LTwin



Joint Models

LTN+Vecs LTN+AllVecs LTwin

LTwin+RNN LTwin+2RNN LZip



● NUS-WIDE dataset:

○ 269,648 images collected from Flickr;

○ 81 labels (manual annotation);

○ 5000 most frequent tags.

 

Image Label Metadata (tags)

Dataset & Metrics

NUS-WIDE dataset

● Metrics:

○ Per-label/per-image mean Average Precision (mAP);

○ Precision and recall.



Experimental Results (1/4)
● Our best results in comparison to several baselines and SOTA models.



●         and             for visual models. 

Experimental Results (2/4)



●         and             for joint models (word2vec embeddings). 

Experimental Results (3/4)



●         and             for joint models (wordNet embeddings). 

Experimental Results (4/4)
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