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Motivation

• Scene text recognition(STR):
Recognizing text in images 
captured in the wild

• Goal: Handling Scene text
recognition(STR) in real scenarios
where labelled samples are lacked

Application : Identification in production lines, vehicle license plate recognition 
in intelligent transportation systems, and container number identification in 
industrial ports etc.
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Introduction

• Challenges: Most few-shot domain adaptation techniques are 
focus on character-level task and can hardly handle STR problem because 
it is a sequence-level image classification task. 

• Idea: Split each text sequence to a sequence of “characters” without 
character-level annotations
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Category space explosion. The long tail phenomenon. 



Few-shot Adversarial Sequence Domain 
Adaptation (FASDA)

The architecture of FASDA consists of two procedures :
1) Weakly-supervised Character Feature Representation 
2) Few-shot Adversarial Learning 



Attention mechanism with Inclusive
attending process
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Define 𝛼!,# as the attending 
weight of the t-th character 

Define 𝛼′!,# as the re-weighted 
attenting weight



Few-shot adversarial learning

l Categories of character representation pair
l 𝒢$/ 𝒢% : same class, same/different domain
l 𝒢&/ 𝒢' : different class, same/different domain

7



Experiments
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Table 1. Compared with the baselines



Experiments
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Table 2. Compared with the state-of-the-art



Conclusion

• We introduced FASDA to implement sequence-level domain 
adaptation for STR.

• FASDA can maximize the character-level confusion between 
the source domain and the target domain to handle the
scenarios that only have a few labeled samples. 

• Extensive experiments on various datasets show that our 
method significantly outperforms the finetuning scheme, and 
obtains comparable performance to the state-of-the-art STR 
methods. 
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