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Current Major Challenges in Industry

▪ Building Inventory upkeep

▪ Existing public record databases incomplete on old buildings

▪ Current policies provide little to no incentive in sharing of 
privately owned data

▪ Expensive and lengthy process in developing accurate building 
inventory
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▪ Cannot rely on images 
straight from the 
Google Street View API 
(Google SV API)
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AutoCrop

Raw Google SV API Images                       Final Cropped Images
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AutoCrop 6

▪ Employed 3 types of neural networks:
• Scene Classification

▪ Pytorch-ResNet-50 pre-trained model - Places-365 data set

• Object Detection
▪ Keras-RetinaNet pre-trained model -Google’s OpenImagesV4 data set

• Semantic Segmentation
▪ Keras-PSPNet-101 pre-trained model – Cityscape data set
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AutoCrop – Scene Classification

▪ Accepted images 
from scene 
classification
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AutoCrop – Object Detection

▪ Object Detection 
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AutoCrop – Object  Detection

▪ Individual Network 
Results
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AutoCrop – Object  Detection

▪ Merged Result
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AutoCrop – Object  Detection

▪ After our NMS 
Strategy
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AutoCrop – Object  Detection

▪ IoBA NMS Algorithm
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AutoCrop – Object  Detection

▪ Per label, make 
combination of 
indices

▪ Per combination, 
calculate: IoBA = Area 
of 
Intersection/min(box-
Area)
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AutoCrop – Object  Detection

▪ Selected Region of 
Interest 

3326 SE Milwaukie Ave, Portland, OR
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AutoCrop – Semantic Segmentation

▪ Semantic Segmentation
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AutoCrop – Semantic Segmentation

▪ Images removed from final selection 
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▪ Final Empirical 
Results of AutoCrop

▪ TP: `Final Cropped Images' -
`Not ROI'

▪ FP: `Not ROI’

▪ FN: Misclassified images by 
Scene Classification 
Network + Images rejected 
by Semantic Segmentation 
but visually appear to have 
less than 50% tree 
occlusion

▪ Precision = TruePositives / 
(TruePositives + 
FalsePositives)

▪ Recall = TruePositives / 
(TruePositives + 
FalseNegatives)
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▪ If no checks and 
balances are 
applied
• Occlusion threshold



AutoCrop – Empirical Analysis

▪ Empirical analysis on thresholds 
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