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Related Work

• Current self-supervised representation learning methods can be 
roughly separated into two categories, i.e. content based and 
manipulation based representation learning.

• The content based methods take advantage of data itself as the 
supervisory signal. They are also known as conventional unsupervised 
representation learning, like AE, VAE and GAN.

• The manipulation based methods define a group of manipulations (e.g., 
image rotation, color jitter, and inpainting) employed on images and 
generate corresponding labels.
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Motivation

• Self-supervised learning learns representations by developing an 
auxiliary learning task.

• Existing methods usually model the auxiliary learning tasks as 
classification tasks with finite discrete labels.

• Insufficient supervisory signals restrict the learning ability.

• To make full use of the supervision from data, we design a regression
model to predict the continuous parameters of a group of affine 
transformations.



Method

• Transform images and generate continuous labels.

• Train the neural network by the regression task.
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Experiment

• Datasets

• Protocol

• Train a network in a self-supervised way to learn representations.

• Extract representations from different layers.

• Use a classification model to validate the quality of representations (higher 
accuracy corresponds to better quality)



Experiment
• Evaluation

• Classification accuracy of a MLP on representations of different levels

• Observation

• The method can learn good representations comparing Input with Block_i

• The intermediate representation (Block_2) is the best.

• More samples lead to better representation comparing STL10-10k and -100k



Experiment
• Evaluation

• Classification accuracy of a CNN on representations of different levels

• Observation

• The method can learn good representations comparing Input with Block_i

• The intermediate representation (Block_1) is the best.

• More samples lead to better representation comparing STL10-10k and -100k



Experiment
• Compare with SOTA

• Supervised: Train the network with ground-truth labels then use a CNN to 
classify the learned representations of different levels.

• Our method outperforms the other self-supervised methods and approaches the 
supervised method.



Experiment
• Ablation Study

• Use different transformations to train the network.

• The composition of any two types of transformations leads to good performance

• All three types of transformations achieve the best performance.



Conclusion
• We propose a new image representation learning method by 

constructing a regression task whose target is to predict the continuous 
parameters of some transformations applied to the input image.

• Extensive experiments on various image datasets validate the 
effectiveness and discriminability of representation learned by our 
proposed transformation regression method.

• Future work

• Exploring other types of transformations like image flipping, cropping, and 
color jitter.

• Eliminating the edge effect (artifact) when applying some transformations like 
image rotation.
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