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Background and Aims

Background: 

Our aims:

• Learning tracking model with efficiency and high accuracy

Existing deep Siamese trackers demand for

• huge power consumption

• high memory usage



How to learn ?

• Teacher-Student learning paradigm

• Exploiting distilled learning for transferring knowledge
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Method



• Point-Wise Distillation

• Optimization

Method

• Pair-Wise Distillation
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Ablation Study

Ablation Study

Teacher: SiamDW      Student: SiamDW-L & SiamDW-S
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Summary

• A novel Distilled Learning Framework(DLF) for deep Siamese tracking

• Two simple yet effective knowledge distillation strategies



Thank you !


