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Image Denoising
• Aims to recover the latent clean image from an observed noisy image.

• Has been a longstanding problem due to inevitable noise corruption during 
image acquisition.

• Degradation model
• Clean image 𝐱, Noisy image 𝐲, Noise 𝐧

𝐲 = 𝐱 + 𝐧

= +



Traditional Methods
• Maximum a posteriori (MAP) inference

• Explicitly define the data fidelity term and the image prior term.

• Superior in terms of interpretability and flexibility.

• Limited to i.i.d. Gaussian noise, requires a long computation time.
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CNN-based Methods
• Convolutional Neural Networks

• Implicitly learns the mapping based on the supervised learning.

• Surpass the conventional non-learning methods by large margin.

• Lack in flexibility, especially for blind denoising.

• Handcrafted prior knowledge cannot be easily injected.

DnCNN (TIP ’17)



Proposed Method

Leverages the advantages of MAP inference 
& power of deep learning.

Deep Universal

Blind Image Denoiser



Proposed Method
• Deep Universal Blind Image Denoiser (DUBD)

• CNN-based universal blind denoiser that can handle a wide range of 
noise-level including spatially & spectrally varying noise.

• Incorporates prior knowledge, further lifts the performance.

• Outperforms other denoisers with a comparable number of params.

• Can also be applied to real-world noisy images.



Probabilistic View
• Reformulate of the log-posterior by introducing a new random variable c.

• The MAP inference into two sub-problems.

• Two neural networks for inference.



Conditional Estimation Network:
• We choose the noise-level as c.

• Unimodal with a sharp peak

• Network Architecture
• 3 × 3 kernels with 64 channels.

• Loss function



Tunable Denoising Network:
• Network Architecture

• Loss function



Analysis
• The number of parameters



Analysis
• Dealing with spectrally-spatially variant noise



Analysis
• Traversing conditional variable



Analysis
• Traversing conditional variable



Analysis
• Traversing conditional variable



Experimental Results (PSNR)
• Results on AWGN synthetic noise.



Experimental Results (Visualization)



Application to Real-World Noisy Image
• Choice for the conditional variable

• Results (DND)



Visualized Results on Real-World Noise



Conclusion
• We have proposed a CNN-based universal blind denoiser.

• Based on splitting the original MAP problem into two sub-problems.

• Can reduce noise from various environments.

• Can also be manually tuned in accordance with user preference.

• Outperforms other methods.
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