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The main idea of the paper
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We showthat a carefullydesignedrectangularstickerplacedon a hat
mayfool state of the art solutionsin the Facelldomain
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Mahmood Sharifet al. are the first who createdrealworld adversarial
accessorizethat mayfool the FacelBsystemin real life

Examples of accessories that make a person unrecognizable fBatied3ystem
from [1]

[1] Sharif M. et al. Accessorize to a crime: Real and stealthy attacks on state-of-the-art face recognition //Proceedings
of the 2016 acm sigsac conference on computer and communications security. i 2016. 71 ¢ . 1- 5208
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However,there are somedrawbackan [1] in the contextof the current

levelof technique
ATheattackswere preparedfor the previousgenerationof FacelDmodels

AModelsfor closedsetrecognitionwere consideredonly

AShooting conditions varied weakly (e.g. angles of head and lightning
condition)
AYouhaveto preparea complexshapeobjectto reproducethe attack

[1] Sharif M. et al. Accessorize to a crime: Real and stealthy attacks on state-of-the-art face recognition //Proceedings
of the 2016 acm sigsac conference on computer and communications security. i 2016. 71 ¢ . 1- 55208



Our Work

T
FACULTY OF v v
LOMONOSOV MECHANICS

“okversry wamewanes  HUAWEI

AWe focuson ResNetLOOEIR,ArcFace @misn-refine-v2 model [2]

A One of the strongestmodels for face recognition and at the sametime publicly
available

AWe use an openset scenario,i.e. we concentrateon similaritiesbetween
feature vectorsinsteadof classprobabilities
A A commontechnigueusedfor FaceRecognition

AWe estimateour attackin variousshootingconditions

AOurmethodis easyto reproduce
A Seehttps://github .com/papermsucode/advhaor the instructionfor reproduction

[2] Deng J. et al. Arcface: Additive angular margin loss for deep face recognition //Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition. i 2019.7 & .  4-46990
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Theoverallpipelinefor stickerpreparationis asfollows:
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Oft-Plain Sticker Transformation

AWhenwe put a rectangularstickeron a hat, it bendsand rotates:
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Off-Plain Sticker Transformation

TV loss
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Oft-Plain Sticker Transformation
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AWe simulatebendingasa parabolictransformationof the sticker

ATheinitial coordinatesof the flat sticker are changedas follows during bending
androtation:
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AThen we render a new sticker image by projecting along the z-axis which is
perpendicularto the initial planeof the sticker

FGSM
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A We implement the proposed transformation using conventional tensor
operationsin afully differentiableway

A We changethe parabolarate and the angleof rotation a little during the attack
preparationto makethe attackmore robust

FGSM




Sticker Projection
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AWe use SpatialTransformerLayer(STL]3] to project the obtainedstickeron the

Imageof face

AWe also slightly changethe parametersof the projection during the attack
preparation
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[3] Jaderberg M. et al. Spatial transformer networks //Advances in neural J§ - 4 I"HR

information processing systems. 7 2015. 71 &. 2017-2025.



