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Domain Trouble on Text Detection

• Background

• Language

• Font

• Shape
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Related Work

• Weak/semi-supervised methods
• Still need label

• Data generation methods
• Not realistic enough
• Not complicated enough

• Domain adaption methods
• GA-DAN: Need box annotation[Zhan et al. ICCV’19] 

• Domain adaptation for general object detection
Not work well on text

SynthText3DSynthText

[Gupta et al. CVPR’16] [Liao et al. SCIS]
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Self-Training for Domain Adaptive
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Self-Training for Domain Adaptive
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Self-Training for Domain Adaptive
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Framework

7



Text Mining Module
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Text Mining Module
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Hard negative 

Hard positive

Balanced loss



When No Video Available

Gen-Loop

Image to Video

Base

Base Trans

Gen-Straight

Gen-Loop
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Experimental Results
Ablation study

TMM 

works
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Baseline detector: Mask RCNN



Experimental Results

Comparison with data augmentation

Comparison with other video-lacking strategies
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Experimental Results

Comparison with cross domain and 
data generation methods

Comparison with SoTA on ICDAR2015
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Experimental Results

Before self-training

After self-training
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