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Gwathmey was born in 1938, the only child of painter Robert Gwathmey and his wife, Rosalie, a photographer.
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The sequence-based model

It operate on word sequences, for example, using cyclic neural networks to encode words to 

obtain the sentence information.

The dependency-based model

It incorporate the dependency tree of the sentence relationship and effectively use the 

structural information in the dependency tree to extract features.
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Fig.1 Relation extraction of a plain text.



Fig.2. The DAGCN model.
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Fig.3 The position attention module.
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Fig.4 The relation attention module.
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We use distributional reinforcement learning to optimize the representation of relationship features.





Fig.5.Visualization of node association. 



Fig.6.Visualization of entity relationship classification. 
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Our contributions are summarized as follows.

We propose a dual attention graph neural network. By capturing a long-range of contextual 

dependency information and improves the discriminate ability of feature representations in 

relation extraction.

We propose a position attention module to learn the spatial correlation of features and also 

propose a relation attention module to capture the dependency information between nodes. 

We propose a classification reinforcement module to optimize the representation of 

relationship features and improve the accuracy of relationship classification. 

Our model achieved the new state-of-the-art performance on the TACRED and SemEval 

datasets. 




