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Multimodal	Learning	from	Academy	to	Industry

Trend	in	V&L	Multimodal
2015

One	modality	to	another	[1] Joint	modality	embedding	learning	[2] Learn	the	reasoning	inside	[3]
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BERT	structure-based	model	dominates
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Facebook	is	using	AI	to	help	blind	
people	'see'	the	photos	[4]

Motivation :	We	need	a	compact	yet	accurate	model	to	land	on	edge	devices.	 2



Motivation	and	Contributions
Architecture	for	good	accuracy
• A	fully	attention	based	VQA	architecture,	three	attention	based	modules	to

mimic	the	human	behavior	(reading,	answering	and	checking)	to	answer	a	question	given	an	image	

• A	multi-modal	answer	related	attention	flow	

Compact	Model
• A	layer-wise	transfer	learning	and	smaller	yet	more	accurate.
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Unified	Answer-question-image	Attention
Previous	works:
• Modular	co-attention	networks	[5]
• Dynamic	fusion	with	intra-and	inter-modality	attention	flow	[6]	

• Question-to-question/image	attention	flow
• Image-to-question/image	attention	flow

Our	work:	these	attentions	are	performed	at	the	same	time,	even	with	answer.	
• Answer	representation	is	updated	at	the	same	time.	
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VQA	Architecture	General

§ Proposed	an	Interpretable	Read,	Answer	and	Check	architecture	for	VQA.
– Read	questions	->	Generate	Answer	->	Check	answer

§ Transfer	Learning	to	user	6	layer	of	BERT	(total	12	layers)
§ Achieve	a	state	of	the	art	results,	71.57%	accuracy
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VQA	Architecture	Detail

§ Read	question	->	Generate	Answer	->	Check	answer
– Read	question:	language	models/BERT
– Generate	Answer:	question-guided	attention
– Check	answer:	answer-question-image	self	attention.	

§ Each	module	has	its	physical	representation.	This	research	work	helps	to	
improve	language+vision applications.
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VQA	Performance	Summary

We	achieve	a state-of-the-art	performance	71.57%	accuracy	 7

Provide	a	smaller	model	and	better	accuracy	comparing	to	
existing	works.



Answer	check	figures:	Visualization
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