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Problem Formulation

Sequence of words or set of image regions

How can we effectively aggregate and represent sets/sequences with Transformers?

Best global representation?

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova. “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding” ACL 2019



Vision and Language Fusion: Retrieval and VQA

A white boxy birthday cake 
with red flowers and blue 
accents on a decorated table 
with gray cover and candles

An orange is placed on a 
plate with a cracker

Text Retrieval

Image Retrieval

Visual 
Question 
Answering

• Both tasks require a method to
summarize their content in
order to compare or fuse
different information.

• Compact representations
should be guided by the
context of both modalities.



Method: Attention Aggregation of feature vectors

• Given two modalities X and Z, we compute a compressed
vector for X as the weighted sum of its vectors:

M. Stefanini, M. Cornia, L. Baraldi, R. Cucchiara. “A Novel Attention-based Aggregation Function to Combine Vision and Language” ICPR 2020

• where each weight is a score computed with a function
based on cross-attention mechanism, with Q projection
of X and K-V projections of the other modality Z:

• Our method learns a compact representation of sets or
sequences of feature vectors.



Method: Attention Aggregation of feature vectors

• We employ the same simple Visual-Semantic model above to compare different aggregation methods.

• Notably, applying our method multiple times we can learn k different vectors representing different global
aspects of the inputs.

M. Stefanini, M. Cornia, L. Baraldi, R. Cucchiara. “A Novel Attention-based Aggregation Function to Combine Vision and Language” ICPR 2020



Visual Question Answering Results

M. Stefanini, M. Cornia, L. Baraldi, R. Cucchiara. “A Novel Attention-based Aggregation Function to Combine Vision and Language” ICPR 2020



Retrieval Results

M. Stefanini, M. Cornia, L. Baraldi, R. Cucchiara. “A Novel Attention-based Aggregation Function to Combine Vision and Language” ICPR 2020
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