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Training DL model for the classification task

- Requires large annotated datasets
- Annotation done by humans
- Long and **fastidious** process
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- Relevant before Deep Learning
- Not studied much in the context of Deep Learning
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**Experimental Details**

- **Network**
  - 13-layer convolutional network
  - Model trained from scratch

- **Training**
  - Very dependent on the data → 5 repetitions

- **Metrics**
  - Average accuracy and standard deviation

- **Datasets**
  - MNIST (10 cls, 60000 imgs)
  - SVHN (10 cls, 73257 imgs)
  - CIFAR-10 (10 cls, 50000 imgs)
  - CIFAR-100 (100 cls, 50000 imgs)
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**What is the best solution?**

No clear **winner**.
THE IDEA

What if we could

- Improve results **with no additional supervision**
- Use unlabeled data during training
USING MORE UNLABELED DATA
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Improving the model using unlabeled data

Unsupervised pre-training

Following Deep Cluster\textsuperscript{8} to pre-train CNN
- Assign classes to data given closest centroids
- Train the network
- Re-assign classes

INTEGRATING INFORMATION FROM UNLABELED DATA
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Benefits
- performed only once at the beginning of the process
- can bring up to 6% improvement
IMPROVING ACTIVE LEARNING CYCLES

- Use unlabeled data in each cycle
- Adding semi-supervised learning

- Iterative label propagation following Iscen et al\(^9\).
  - Construct a reciprocal $k$-nn graph on data features
  - Label propagation
  - Train classifier using pseudo-labels
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ADDING SEMI-SUPERVISION

![Graph showing average accuracy over cycles for CIFAR-10 (b = 100)]
Adding semi-supervision

Benefits

- Results improved by up to 15% from baselines
- Taking advantage of the whole dataset
- Suits better deep learning models
ADDING SEMI-SUPERVISION

![Graphs showing average accuracy over cycles for different datasets and values of parameter b.](image)

- **CIFAR-10 (b = 100)**
  - Average accuracy increases over cycles.
  - Different line styles and colors represent different conditions or models.

- **CIFAR-10 (b = 1000)**
  - Similar trend as CIFAR-10 (b = 100).

- **SVHN (b = 100)**
  - Average accuracy increases over cycles.

- **CIFAR-100 (b = 1000)**
  - Average accuracy increases over cycles.

The graphs illustrate the impact of semi-supervision on model performance across different datasets and parameter settings.
Conclusions

Take home message

- Active learning benefits from using **unlabeled** data
- We obtain **better** models requiring **less labeled** data
- **Random** selection of images is best with small budgets
- The selection method **does not** appear to **matter**

Contributions

- First results mixing active learning and unlabeled methods in the context of Deep Learning
- Proposition to rethink **Deep Active Learning**
  - using a scenario integrating unlabeled data
  - to always compare to Random with small budgets