
Learning with Multiplicative Perturbations

Xiulong Yang & Shihao Ji
Georgia State University



Background

• Adversarial Examples:

Perturbations are small, imperceptible to human.

Goodfellow et al. 2014

http://arxiv.org/abs/1412.6572


• Improve robustness of DNNs against adversarial examples

AT:                                                            VAT:

[Goodfellow et al. 2014]                                                        [Miyato et al. 2018]

Adversarial Training



Multiplicative Perturbations

• We propose a new type of adversarial perturbations:

• Derive new loss functions:

xAT:                                                      xVAT:



Training

• We use the 𝐿0-norm of 𝑧 to regularize the learning:

• However, the discrete essence of 𝑧 makes it undifferentiable.



Optimization

• We adopt the Stochastic Variational Optimization and the Hard 
Concrete Gradient Estimator techniques for optimization.

• Generate the mask:

https://arxiv.org/abs/1809.04855
http://arxiv.org/abs/1712.01312


Transductive vs. Inductive Training



Shrink or Expand



Efficient Computing

• Both AT and VAT resort to optimizing additive perturbations and  
classifier parameter alternatively in two steps. 

• xAT/xVAT can update them simultaneously in one step.



Experiments: Semi-supervised learning



Experiments: Supervised learning



Experiments: Speed



Multiplicative vs. Additive Perturbations

• The multiplicative perturbations are

(1) More perceptible

(2) More interpretable



Robustness and Sparsity

Histograms of weights shows that xVAT learns a denser classifier from 
multiplicative perturbations with more non-zero weights than VAT and 
MLE, which may indicate the adversarially trained DNNs need more 
capacities (active neurons) to against multiplicative perturbations.




