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Fig. 1: The dependency tree of the sample sentence: The kids are playing 
outdoors near a man with a smile. 
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Fig. 2: (a): The overall architecture of GCSTS with an example sentence pair and the dependency trees. GCSTS includes 
encoding layer, iterated GCN block, fully connected layer and similarity layer. (b): The iterated GCN blocks with dense 
connections. (c): An example node and its 1-order, 2-order, and 3-order neighbors. 
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Ø Comparison with State-of-the-Arts

TABLE I: STS12-STS16: SemEval 2012-2016 datasets. STS-B: STSbenchmark dataset. We report the 
Spearman correlation coefficient in this work. The best results are bold. 
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Ø Comparison with State-of-the-Arts

TABLE II: Experimental results on the MRPC 
dataset. The best results are bold. 

Fig. 3: Comparison of GCSTS, MaLSTM, and 
Text-GNN against different sentence lengths. 
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Ø Ablation Studies

TABLE III: An ablation study for the proposed model.

• In (1), removing iterated GCN blocks means we use one 
block (2-layer GCN). 

• In (2), we use a fixed graph structure in each layer of the 
GCN block. 

• In (3), we remove the encoding layer from our 
model. 

• In (4), we remove the part-of-speech embeddings. 
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Ø A novel GCSTS that apply iterated GCN blocks with dynamic graph structures, which learns 

better sentence representations in short text similarity. Com- bined with dense connections, 

GCSTS is able to capture local and non-local interactions of texts. 

Ø A new way to train deeper GCNs successfully. 

Ø Extensive experiments on the on seven challenging semantic textual similarity datasets that 

include different domains demonstrate that proposed model can learn better text 

representations. 

Ø Context Aware Hierarchical Feature Attention Network
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