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◼What have we done?

➢ Propose a recurrent graph convolutional network 

(R-GCN)

➢ Learn the graph topologies for different layers, 

different time steps and different kinds of actions

➢ Evolve the graph topology across the consecutive 

frames adaptively

➢ Capture the interactions of different subsets of joints

beyond corresponding neighboring joints in the 

neighboring frames



⚫ ST-GCN
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◼ Existing graph convolutional networks

⚫ GR-GCN



◼Architecture Overview

➢ Apply the adaptive graph convolution and the 

recurrent graph convolution into ST-GCN

➢ “Graph Convolution – BN – ReLU –

Temporal Convolution – BN - ReLU” structure 

for each block (B1 – B10)

➢ A residual connection for each block



◼ Experimental Results

⚫ Ablation Study



◼ Experimental Results

⚫ Comparison with the State-of-the-art



◼ Experimental Results

⚫ Comparison with the State-of-the-art



◼ Visualization of the Evolved Graph Topologies



Thanks for listening!
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