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Why feature selection?
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Datasets with tens of thousands of features are not uncommon anymore

e.g. image data, microarray data and text data

Resources & time consuming, sometimes bad performance due to noisy 
and/or redundant features

What does feature selection provide:

Improve the prediction performance of the predictors

Provide faster and more cost-effective predictors

Better understanding of the underlying process that generated the data
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Score each feature independently

Approximate Bayes Error Rate (BER)

Use kernel density estimation

Greedy search of feature subset

Dynamic adjustment of feature scores

Reward feature relevance

Penalize feature redundancy

Proposed method: Watermelon
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Use kernel density estimation (KDE) to approximate 
the true distribution of the data

Because true distribution is unknown in most cases

Calculate the estimated BER

Use one-vs-one or one-vs-all

Score the features according to the BERs

Features are individually evaluated

➔Assumption: features are independent

Estimation of Bayes Error Rate
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Measurements for dependence

Pearson's correlation coefficient➔ “the correlation 
coefficient”

Linear dependence

Spearman's rank correlation coefficient

Monotonic dependence

(Normalized) mutual information

General dependence

Dependence: Redundancy? Relevance?
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Do we need dependence?
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Monotonic dependence

➔Truly redundant

Penalize redundancy

Non-monotonic dependence

Might help due to complementarity

Reward relevance

More details in paper
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17 comparative algorithms 17 datasets

Comparative algorithms and datasets
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Experiment setup
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Select first n features

𝑛 ∈ {10, 25, 50, 75, 100, 125, 150, 175, 200}

Train a linear SVM and a random forest

80%/20% train/test split

10 different seeds

Fair play: no hyperparameter tuning
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Results and comparison
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Results and comparison
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Significant Dominance Partial Order Diagram

e.g.: Watermelon is significantly better than CIFE with 99% confidence

Why is our method good?

Compare with two versions

Watermelon-B: only use BERs to rank features

Watermelon-B-S: use BERs and penalize redundancy only


