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Supervised Learning

• successful

• but costly, requires full labels

Semi-Supervised Learning

• partially labeled dataset 
(practical)

• but challenging
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ImprovedGAN Loss

cross entropy on labeled samples

What Help??

on unlabeled samples

unsupervised 
discriminator loss

feature matching loss



In Metric Learning form

unsupervised discriminator loss

similarity

Under Generalized Pair Weighting (GPW),

equivalent to

j-th class weight vector

coefficient to similarity



In Metric Learning form
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In Metric Learning form

weight coefficient 
to similarity

It can be further proved:  

Alternatingly,

increases
minimizes







Proposed Method:
Intensified ImprovedGAN (I2GAN)

To enhance class-wise cluster separation characteristic:

• Scaling-up

• Excessive Sampling on Generated Samples 

To better satisfy the sufficient condition of Prop 2 

-> higher prediction confidence
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