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Salient Object Detection

• Salient object detection is a task based on a visual attention mechanism, in which 
algorithms aim to explore objects or regions more attentive than the surrounding 
areas on the scene or images.



Related Work – Convolution Block Manipulation

• U2-Net(2020)



Related Work – Convolution Block Manipulation

• Pyramid Feature Attention Network for Saliency detection(2020)



Progressive Learning

• Inspired by pggan(2018) approach

• Progressive learning scheme progressively grows decoder in the training phase.

• In other words, it starts from easier low-resolution layers, and adds new higher-resolution layers.

• This can weakly localize candidates in row-resolution and improve stability in high-resolution layers. 



Multi-task Learning

• Multi-task learning is to learn multiple tasks jointly by weight shared encoder and task specific 
decoders to improve generalization and mitigate undesired artifacts



Progressive and Multi-task Learning

• Most deep learning based methods tried to manipulate the convolution block

• Our approach only manipulating the learning scheme without changing the network architecture



Progressive and Multi-task Learning

𝜃𝑖
𝐷 𝜋𝑖 , 𝑖 ∈ {1, … , 6}

• The lower phases (𝜃1, 𝜃2, 𝜃3) focus on 

the context of the object, so it can 

solve the problem of insufficient 

receptive field

• The higher phases (𝜃4, 𝜃5, 𝜃6) learn 

the fine detail of the saliency map



Loss Function

 Where 𝑦 is the pixel value of ground truth image and ො𝑦 is the pixel value of the

network output. 𝑖 ∈ {0,1, … ,𝑁}. 𝑁 is the number of pixel of input image.

Where 𝑆 and 𝐶 represent the saliency map and contour goround truth, respectively.
መ𝐶𝐸1𝐷1 and መ𝐶𝐸1𝐷2 represent output of each branch. 𝑖 ∈ {0,… ,𝑀}. 𝑀 is the number of

training phase.



Experiment Result



Experiment Result



Ablation Study – Large Object



Ablation Study – Effect of Multi-task Learning



Ablation Study – Effect of each component



Progressive and Multi-task Learning scheme


