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• For many high dimensional data, their intrinsic
dimension is often much smaller than the
dimension of the ambient space.

• (Subspace Clustering)

Let 𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑁] ∈ 𝑅𝐷×𝑁 be a given set of
points drawn from 𝑘 linear or affine subspaces
{𝑆𝑖}𝑖=1

𝑘 . The goal of subspace clustering is to find
the segmentation of the points according to the
subspaces.

01/12/2021                                                               ICPR 2020 Presentation 4/18



Outline

• Introduction

• Traditional subspace clustering methods

• The proposed method

• Experimental results

• Conclusion

01/12/2021                                                               ICPR 2020 Presentation 5/18



These methods are based on the self-expressiveness property of data lying in a 

union of subspaces, which states that each point in a union of subspaces can be 

written as a linear combination of other data points in the subspaces.

𝑥𝑖 =෍

𝑗≠𝑖

𝑍𝑖𝑗𝑥𝑗

where 𝑍𝑖𝑗 = 0 if the 𝑖-th and 𝑗-th data points are from different subspaces.

Therefore, in the case of 𝑘 subspaces, 𝑍 has the following block diagonal form 

through some transformations

Self-representation based Subspace Clustering
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Sparse Subspace Clustering (SSC)

SSC calculates the similarity among data points by solving the following 

optimization problem:

Sparse subspace clustering. CVPR, 2009
Robust Subspace Segmentation by Low-Rank Representation. ICML, 2010

Low-Rank Representation (LRR)

LRR uses the lowest rank representation rather than the sparsest representation to 

build the similarity graph. The objective function of LRR is:
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Motivation

Kronecker product:
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• Formulation:

• Optimization:
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Algorithm:
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The subspace clustering performance on the CMU PIE dataset.

The subspace clustering performance on the MNIST dataset.
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The subspace clustering performance on the synthetic dataset.

The average running time and clustering 

accuracy of our methods with different k.
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The average clustering accuracy with different balance parameter 𝜆.
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Conclusions

• Main Contributions

– We have presented a fast subspace clustering model based on the 

Kronecker product. We learn the representation matrix of spectral 

clustering using the Kronecker product of a set of smaller matrices.

– The memory space and computational complexity of our methods

achieve significant efficiency gain compared with several baseline

approaches.

– Moreover, we have presented results on synthetic data which has

verified the scalability of our methods on large scale datasets.
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Thanks for watching！
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