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Background

Background: 

• Temporal information is crucial to human facial behaviour understanding.

• Facial actions are continuous and smooth process

• The same facial actions of different people are similar

Research Gap: 

• In some scenarios, only a still image is available, which means it is almost impossible to use temporal 

information. As a result, the performance of state-of-the-art methods for facial expression recognition or 

affect estimation degrades substantially.

Motivation:

• Propose an approach that can infer generic facial temporal information from a single face image 
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The proposed approach

Target

Rank Loss

The generated representation is designed to rank both preceding and successive 

frames of the input frame, based on their temporal distance relative to it.



Dynamic Representation

The proposed approach



The proposed approach

• It encodes facial dynamics in

the context of the face.

• The DR can jointly encode 

both preceding and 

proceeding dynamics into a

single 3-channel raster image.

• It learns generic facial

dynamics from a large pool of

unlabeled videos and can infer

facial dynamics from a single

image.



Results



Results and Conclusion

• The proposed Rank Loss can infer 

generic facial temporal evolution 

from previous unseen faces, and

generalized better to unseen face 

images than a model trained using 

pre-defined representations. 

• The proposed method has potential 

to push up the upper bound for still 

face image-based emotion and 

action units recognition.
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