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Text with large space between texts/characters Text with partial occlusion

The “Over Segmentation” Problem
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The pipeline of our framework



The Details Of Text Instance Embedding Module

a) Reducing the intra-instance distance

Loss Function

b) Increasing the inter-instance distance

Network Structure 



Ablation Study

Table.1 Ablation Study on CTW-1500. 



Experiment Result

Example results of our method on CTW-1500(a), Total-Text(b) and IC15(c).



Table.2 Single-scale Result On CTW-1500. “P”, “R” 
And “F” Represent The Precision, Recall And F-
measure Respectively.

Table.3 Single-scale Result On Total-Text. “P”, “R” 
And “F” Represent The Precision, Recall And F-
measure Respectively.



Table.4 Single-scale Result On IC15. “P”, “R” 
And “F” Represent The Precision, Recall And 
F-measure Respectively.
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