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Introduction (I)

• Gaussian Process Models (GPM) have been widely applied for
various pattern recognition tasks

• We identified three kinds of GPMs

i. Default instantiation

ii. Domain-specific instantiations

iii. Automatically retrieved GPM given arbitrary data

• GPM Evaluation and Application usually suffers from 𝒪𝒪(𝑛𝑛3)
complexity
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Automatic GPM Retrieval – Formalization

• Gaussian Process: 𝑓𝑓 ∼ 𝐺𝐺𝐺𝐺 𝑚𝑚,𝑘𝑘

• Marginalizing 𝐺𝐺𝐺𝐺θ for certain data 𝐷𝐷 yields: 
ℒ 𝑚𝑚,𝑘𝑘,𝜃𝜃 𝐷𝐷 = 1

2 ⋅ [ 𝑦𝑦 − 𝜇𝜇 𝑇𝑇𝐾𝐾−1 𝑦𝑦 − 𝜇𝜇 + log 𝐾𝐾 + 𝑛𝑛𝑛𝑛𝑛],

• Goal: find best 𝐺𝐺𝐺𝐺θ∗ ∈ 𝔾𝔾 for 𝐷𝐷
𝔾𝔾 = 𝐺𝐺𝐺𝐺θ 𝑚𝑚,𝑘𝑘 𝑚𝑚 ∈ ℝ𝒳𝒳 ,𝑘𝑘 ∈ ℝ𝒳𝒳×𝒳𝒳 ∈ ℝ,𝜃𝜃 ∈ Θ}

• Automatic GPM Retrieval is defined as follows:
𝐺𝐺𝐺𝐺θ

∗ = argmax𝐺𝐺𝑃𝑃θ∗ 𝑚𝑚,𝑘𝑘 ∈𝒢𝒢ℒ 𝑚𝑚, 𝑘𝑘,𝜃𝜃 𝐷𝐷 ,𝒢𝒢 ⊂ 𝔾𝔾
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Concatenated Composite Covariance Search (3CS)

Covariance function is partitioned by means of change points
T = 𝜏𝜏𝑖𝑖 𝑖𝑖=1

𝑎𝑎 :

𝒦𝒦 𝑥𝑥, 𝑥𝑥′ 𝑘𝑘𝑖𝑖 𝑖𝑖=1
𝑎𝑎 ,𝑇𝑇 = �

𝑖𝑖=1

𝑎𝑎

𝑘𝑘𝑖𝑖 𝑥𝑥, 𝑥𝑥′ ⋅ 1𝜏𝜏𝑖𝑖−1<𝑥𝑥≤𝜏𝜏𝑖𝑖 𝑥𝑥 ⋅ 1𝜏𝜏𝑖𝑖−1<𝑥𝑥′≤𝜏𝜏𝑖𝑖 𝑥𝑥′

We define the virtual search space as follows:
𝒢𝒢𝑇𝑇 = 𝐺𝐺𝐺𝐺θ 𝑚𝑚, 𝑘𝑘 𝑚𝑚 ∈ 0𝒳𝒳 ,𝑘𝑘 = 𝒦𝒦(⋅,⋅ | 𝑘𝑘𝑖𝑖|𝑘𝑘𝑖𝑖 ∈ 𝒮𝒮 𝑖𝑖=1

𝑎𝑎 ,𝑇𝑇),𝜃𝜃 ∈ Θ}

𝒮𝒮 = ��𝑏𝑏 |𝑏𝑏 ∈ ℬ
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Evaluation

• Eight Benchmark Datasets were used

• 144 – 2M data records

• 3CS outperforms state-of-the-art algorithms 
with regards to runtime and model accuracy

• 3CS proves to be scalable to large datasets, 
while maintaining model quality
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Conclusions and Future Work

• In this paper:

• We proposed the Concatenated Composite Covariance Search (3CS) 
algorithm

• We evaluated that algorithm‘s capabilities by means of eight
benchmark datasets and compared its performance to given state-of-
the-art methods

• As future work, we plan to incorporate global approximations into the
procedure, develop domain-specific adaptations and include prior
knowledge into the retrieval process
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