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Background of ETA & RNML-ETA

l Estimated Time of Arrival (ETA): predicting the travel 
time from the origin to the destination along a given 
path.

lThe route consists of a sequence of links à
Embedding (key technique).

lThe embedding suffers from the data sparsity 
problem of road network.

lRNML-ETA: Transfer the knowledge of hot links to 
the cold links by metric learning. 

lThe links’ similarity is measured à speed distribution.
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Fig.1. The conceptual demonstration of ETA & RNML-ETA.



Overall architecture

(1) Main task: a Wide-Deep-Recurrent model to 
predict the travel time.

(2) Auxiliary task: uses metric learning to transfer 
the knowledge from hot to cold links.
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Fig.2. The overall architecture of RNML-ETA.



Link Similarity

• To statistic the average travel speed for link 𝑙	and time bin 𝜏$

• The normalized speed histogram of link 𝑙	

• The difference matrix for measuring the difference between links



Triangle Loss

• Without loss of generality, we assume the relationships among 3 difference matrices

• The Euclidean distances between the link embedding vectors

• The triangle loss
Fig.3. Visualized demonstration of
distance triangle.



Dataset & Evaluation Metrics

Mean Absolute Error

Rooted Mean Square Error

Fig.4. Statistics of link coverage frequency.

(a) (b)



Experimental results

Fig.5. Results of the finer evaluation on subsets 
with different link coverage level.



Thank you for listening.


