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The Proposed P-DIFF Paradigm

• Probability Difference Distributions
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Global Distribution

We compute the histogram distribution of δ for all input 

samples, and this global distribution, called DISTall, which is

just the probability difference distribution.

Probability Difference δ



The Proposed P-DIFF Paradigm

According to Equation (7) , the δ values of these 

samples should be less than 2 · (x − 1)/H − 1, and we 

can define the threshold      as

we define a dynamic drop rate R(T), where T

is the number of training epoch, as

Equation (8) is re-written as

P-DIFF updates DNN models by redefining 

Equation (2) as

where ω is the computed weight of the sample. we 

set ω = 1 if δ >     , or ω is set to 0.

We simply find the smallest bin number

x which makes



Experiments
• Comparison with State-of-the-art Approaches


