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Codes are available on Github:
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The Proposed P-DIFF Paradigm ||||| ICPRz

Probability Difference
» Probability Difference Distributions

Global Distribution

Probability p,, — Probability Difference 6
¢ We define the probability difference ¢ of a sample, which
L==" gmlog(pm), 2) belongs to the y-th class, as
where ¢y, is the ground truth distribution defined as 4= Py — Pn, (4)
_J0 m#£y
m = {1 m=y )

where ¥ is the ground truth class label of the input sample.

Global Distribution

We compute the histogram distribution of & for all input

P = {02,02,02,02,0.2} and P = {[),[],[).2,U.(L[).U,(W}x samples, and this global distribution, called DIST,,, which is

just the probability difference distribution.
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We simply find the smallest bin number

x which makes
PCF(x) > T. (8)

According to Equation (7) , the & values of these
samples should be less than 2 - (x = 1)/H - 1, and we
can define the threshold 4 as

r—1

5=2
H

—1. 9)

we define a dynamic drop rate R(T), where T
is the number of training epoch, as

R(T) = 7 - min( ;, 1). (10)
k

Equation (8) is re-written as

PCF(x) > R(T). (11)

P-DIFF updates DNN models by redefining
Equation (2) as

L=—w) qmlog(pm), (12)
m=1
where w is the computed weight of the sample. we
setw=1if&> §,orwis setto0.
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Algorithm 1 P-DIFF Paradigm
Input: Training Dataset D, epoch T} and 7,,,,. iteration
per-epoch Itere,ocn, batch size Spq¢q4, noise rate 7, batch
rate M ;
Output: DNN parameter w:

Initialize ﬁ;’;
for 7' =1to T},,, do
Compute the rate R(7") using Equation
for Iter =1 to Iter pocn do
Compute the threshold ) using Equation El and
Equation [IT}
Get the mini-batch D from D:
Set the gradient G' = 0;
for S =1 to Spaten, do
Get the S-th sample D(S);
Compute P of D(S) using W;
Compute the § value using Equation [}
if > 4 then

w=1;
else
w=0;

G+ = VL (see Equation [12);
Update DISTs,, with the computed § values of the
last M x Iter.,,., mini-batches;
Update the parameter W =W — n- G,
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« Comparison with State-of-the-art Approaches

TABLE WV
AVERAGE TEST ACCURACY ON THREE TESTING DATASETS OVER THE LAST 10 EPOCHS. ACCURACIES OF O2U-NET ARE CITED FROM THE ORIGINAL
PAPER [[19]]. SINCE ITS AUTHORS DO NOT PROVIDE THE SOURCE CODES.

DataSet Noise Type. Rate | Normal Clean | Co-teaching Co-teaching++ INCV O2U-Net P-DIFF
Symmetry, 20% 94.05% Q0. 68% OT.25% 90.26% 97.62% - 99.58 %
MNIST Symmetry, 40% 68.13% 99.51% 92.349% 98.55% 94.23% - 99.38%
Symmetry, 80% 23.61% 99.049% 81.43% 93.79% 92.66% - 97.26 %
Pair, 10% 95.23% 99 B49% 7. T6% 99.03 % 9B.73% - 99.54 %
Pair, 45% 56.52% 99.59% 87.63% 83.57% 88.32% - 99.33%
Symmetry, 20% T6.25% 89.10% B82.00% B32.84% B84.87% 85.24% 88.61%
Cifar-10 Symmeltry, 40% S54.37% B7.86% T7.42% T2.32% T4.65% 79.64% 85.31%
Symmetry, 80% 17.28% B80.27% 22.00% 18.45% 24.62% 34.93% 37.02%
Pair, 10% 82.32% 90.87% 85.83% 85.10% B86.27% 88.22% B87.78%
Pair, 45% 49 50% B87.41% T72.62% 50.46% T4.53% - 83.25%
Symmetry, 20% 47.55% 66.37% 53.79% 52.46% 54.87% 60.53% 63.72%
Ci far-100 Symmetry, 40% 33.32% 60.48% 4647 % 44 15% 48.21% 52.47% 54.92%
phar- Symmeltry., 80% 7.65% 35.12% 12.23% 9.65% 12.94% 20.44% 18.57%
Pair, 10% 52.94% 69.27% 57.53% 54.71% 58.41% 64.50% 67.44%
Pair, 45% 25.99% 61.29% 34.81% 27.53% 306.79% - 45.36 %
Symmetry, 20% 37.83% 58.25% 41.47% 40.06% 43.12% 45.32% 56.71%
Mini-ImaseNet Symmetry. 409 26.87% 53.88% 34.81% 34.629% 35.65% 38.39% 47.21%
& Symmetry, 80% 4.11% 23.63% 6.65% 4.38% 6.71% 8.47 % 11.69%
Pair, 10% 43.19% 61.649% 45.38% 43249 46.34% 50.32% 57.85%
Pair, 45% 19.74% 57.92% 26.76% 26.76% 28.57% - 37.21%
TABLE VI TABLE VII
TRAINING TIME OF DIFFERENT APPROACHES. THE TIME OF O2U-NET IS
COMPARISON ON CLOTHIM NOT PROVIDED BECAUSE OF ITS CLOSED-SOURCE.
Method | ResNet-101 9-Layer CNN Approach | In Theory Real Cost/Epoch
Coteaching 78.52% 68.74% Normal 1< 64 s
Coteaching++ 75.78% 69.16% Co-teaching =2 e
INCV 80.36% 69.89% O-teaching++ =ex s
INCV => 3 217 s
OZL‘I-Ne[ 82.38% 75.61% 02U -Net S 3% _
P-Diff 83.67% 77.38% P-DIFF ~ 1x 71 s




