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Background

In recent years, semantic segmentation has achieved great success due to the
development of large-scale dataset

= Advantage and Challenge of Semantic Segmentation

» This technology has the potential to provide pixel-wise

Advantage understanding of the scene

 The main challenge is the time-consuming process to collect
and label the training dataset

Challenge

Therefore, how to fully utilize the synthetic dataset to improve the model
performance in real-world scene is of great importance.
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Background

Domain adaptation is a representative method in transfer learning ‘
= Advantage and Main Idea of Domain Adaptation A target lassifer
~—
0 0 o __¢© transfer common classifier
« Domain adaptation can reduce the retraining
Advantage .

process of the model in the target domain

source classifier

 The main idea is to transfer the model trained on
source domain dataset to target domain

Main Idea
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Background

The existing domain adaptation techniques can be classified into supervised domain
adaptation and unsupervised domain adaptation.

= Supervised Domain Adaptation

Supervised domain adaptation assumes that both the source and target domain
samples have the corresponding label

= Unsupervised Domain Adaptation

In the unsupervised domain adaptation setting, the source domain has a large number
of annotated training examples while the target domain only have unlabeled data
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The Proposed Method
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(a)Result Without Adaptation

(b)Result After Adaptation

« Comparison between the
segmentation results.

(a) Directly applying Deeplab
model trained on source
images without modification.

(b) Using our multi-level feature
alignment method.
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The Proposed Method

Image-to-Image Translation Network

« By mapping the source image into target [img (Is—s7, D) = Egoxt [log D7 ()]
domain, we enable our model to learn adv E loe (1 — D (I
the segmentation task on labeled source T Bz [log (1 = Dr (Is-r (@)

data with target style. L9 (I g, Dg) = By xs [log Dg()]
+ Ezoxt [log (1 — Dg (Ir—s(z))]

« Two image translators learn to map Leye (Is—1, I75)
samples across different domains while = Eonxs [ 15 (Issr(2)) — |,]
two adversarial discriminators try to + Epoxet [ Isor (Irs(x)) — z||,]
discriminate them
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The Proposed Method
Semantic Segmentation Network Multi-level Feature Alignment

« We utilize the Deeplab-v2 network with « First, we concatenate the multi-stage
pretrained ResNet-101 backbone as our feature and obtain the multi-level
base model. We discard the last fully concatenated feature maps. Then a
connected layer and modify the strides of classifier tries to discriminate the multi-
the last two convolution layers to 1. level feature representation

H W (C

Lg=Egzxs[log D (Fy,)] if x ~ X
Lse =Em s (hwc)l (h,w,c) m D - ,
= B = 2 0 0 W oy +Ege flog (- D(#2))] ) T {1, otherwise
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The Proposed Method

« Detailed structure of the feature
reinforcement unit. GConv stands for
group convolution and GN represents
group normalization.

GConv 1x1

GConv-GN-RelLu

GConv-GN-Rel.u

Algorithm 1 Training procedure of our network

Input: source dataset X'°, target dataset X', iteration number
max_iter, modulating factor A = 0.001.

Initialization: Initialize the domain classifier D
and the two 1image translators from scratch. The
segmentation network G is pretrained on the ImageNet
dataset.

1: train the image-to-image translation networks /g_,7 and
Ir_,s by optimizing Eqn. (4)

2: repeat

(z°,y®) « sample source image from X'*

x! < sample target image from X’*

obtain translated source image z° = Ig_,7 (z°)

generate feature maps for both z% and z!

Lseq < compute the segmentation loss for source

image by Eqn. (5)

8: G < min Lgeg + Aoy

9: D < min Ly

10: until max_iter

N AW
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Experimental Results

= Datasets and Evaluation Metric

« We verify the performance of our proposed approach on the GTA5 — Cityscapes and
SYNTHIA — Cityscapes domain adaptation tasks. Cityscapes is a large-scale dataset to
evaluate the accuracy of semantic segmentation models, which covers the urban scenes of
several European countries. It is split into a training set with 2,975 samples, a testing set
with 1,525 samples, and a validation set with 500 samples. GTAS dataset contains 24,966
high-definition images collected from a contemporary computer game called Grand Theft
Auto V. The dataset is automatically annotated into 19 categories, which are consistent with
the Cityscapes dataset. As for the evaluation metric, we choose the commonly adopted
Intersection over Union (loU) for fair comparison:

TP

I —
V= P T FPTFN
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Experimental Results

TABLE I
THE COMPARISON RESULTS BETWEEN BASELINE APPROACHES AND OURS FROM GTAS5 TO CITYSCAPES.

)
-] ? '!%D = 8 % :él) 53 § § ) 5 =} :g I
Methods Backbone § 7 E § é T% .'-: f ? 2] % E i § = E g g '.%4 mloU
FCN WId [13] | VGG-16 [704 324 62.1 149 54 109 142 27 792 213 646 441 42 704 80 73 00 35 0.0] 271
TGCF-DA [20] | VGG-16 [90.2 51.5 81.1 15.0 10.7 37.5 352 289 84.1 327 759 62.7 199 82.6 229 283 0.0 193 12.0| 425
ROAD [21] VGG-16 |854 31.2 78.6 279 222 219 237 114 80.7 29.3 689 485 14.1 78.0 19.1 238 94 83 0.0 | 359
DLOW [22] |ResNet-101|87.1 33.5 80.5 24.5 13.2 29.8 29.5 26.6 82.6 26.7 81.8 559 253 78.0 33.5 387 0.0 229 34.5| 423
CLAN [23] |ResNet-101|87.0 27.1 79.6 27.3 23.3 283 355 242 83.6 274 742 58.6 28.0 76.2 33.1 36.7 6.7 319 314 | 432
AdvEnt [24] |ResNet-101 [ 89.4 33.1 81.0 26.6 26.8 27.2 33.5 24.7 839 36.7 78.8 58.7 30.5 84.8 38.5 44.5 1.7 31.6 32.4| 455
Ours ResNet-101 [ 91.8 47.1 85.6 29.5 29.3 354 36.8 33.2 81.5 35.1 82.1 62.1 30.6 79.0 22.6 334 4.3 339 20.1| 459
TABLE II

THE COMPARISON RESULTS BETWEEN BASELINE APPROACHES AND OURS FROM SYNTHIA TO CITYSCAPES.

(2]

=§ -%D ® = g 8 - %

el [ Q [5) ) 7] » = Q
Methods Backbone § E E E f—" g f E §0 @ g '{é § 2 g E mloU
FCN WId [13] VGG-16 1.5 196 308 44 00 203 0.1 11.7 423 687 512 38 540 32 02 06 | 202
TGCF-DA [20] VGG-16 |90.1 48.6 80.7 22 02 272 32 143 821 784 544 164 825 123 1.7 21.8| 385
ROAD [21] VGG-16 | 777 300 775 9.6 03 258 103 15.6 776 79.8 445 166 678 145 70 238 | 36.2
CLAN [23] ResNet-101 | 81.3 37.0 80.1 - - - 161 137 782 815 534 212 73.0 329 226 307 -
AdaptSegNet [14] | ResNet-101 | 79.2 372 788 - - - 99 105 782 80.5 535 196 670 295 21.6 313 -

Ours ResNet-101 | 86.6 433 815 43 11 302 102 87 853 822 488 169 73.7 304 113 295 | 40.2

Our method  outperforms
other methods by a large
margin in segmenting “road’,
"building”, “wall”, "fence”, “sky”,
‘rider”,  and  "motorbike”
categories.
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Experimental Results
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Conclusions

= Contributions

1. we propose a novel multi-level feature alignment method for cross-domain
semantic segmentation.

2. Our proposed MLFA provides a novel perspective of insight by incorporating the
content and style alignment module.

3. The experimental results demonstrate that MLFA outperforms most current state-of-
the-art unsupervised domain adaptation methods.

Cross-Domain Semantic Segmentation of Urban Scenes via Multi-Level Feature Alignment 14



References

THANK YOU!
Bin Zhang, Shengjie Zhao, Rongging Zhang




