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Background

1. For the interpretability of GANs, due to the black-box property of 

deep neural models, hardly can we understand how the latent 

variables affect the generation process.

2. We use t-SNE to analyze the latent representations of Fashion-

MNIST samples and find that the latent representations of samples 

from different classes can be well-separated.

3. It motivated us to quantify the importance of different latent 

dimensions for specific concept generation.



Contributions

• We first propose to interpret the latent space of GANs by quantifying the 

correlation between the latent inputs and the generated outputs. 

• We demonstrate that for generating contents of specific concept, the 

importance of different latent variables may varies greatly. Moreover, we 

propose an optimization-based method to find controlling latent variables 

for specific concept.

• The proposed method can fulfill controllable concept manipulation in 

generated images via controlling variables discovering and intervention.



Method: Analyzing the Latent Space



Experiments: Sequential Latent 

Intervention



Experiments: Optimization



Thank you for listening！


