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What is Visual Dialog?
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Co-ATT：
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Fig. 4. Illustration of the MATCH module. The correlation between current question and the historical information block. At each round, the weight value of
the similarity between the historical block and the question will be generated. Finally, we choose the round with the largest weight value. As in figure (a), the
historical information at time t3 guided by question 4 can give us the highest information gain. In figure (b) and (d), the q4 is more related to the information
at t1 , so the value of the information at t1 is higher than other historical information. However, as shown in figure (c), current question is not related to the
antecedent historical information, so the values are all very low, which causes the selected history block to be of little help to the given question. At this time,
this MATCH module has little effect.



Ablation Studies
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Comparisons



Conclusion

• Co-ATT module takes into account the joint guidance of 
questions and answers in the dialog history

• MATCH module resolves ambiguous references in the current 
question by retrieving the history block

• HSCA achieves the new state-of-the-art performance
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